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RIESZ BASIS APPROACH TO THE TRACKING CONTROL OF A FLEXIBLE BEAM WITH A TIP RIGID BODY WITHOUT DISSIPATIVITY
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A linear feedback control is designed regardless of dissipativity of the system for the stabilization of a flexible beam with a tip rigid body. The Riesz basis approach is adopted in the investigation. It is shown that the closed loop system is a Riesz spectral system and as consequences, the exponential stability, the observability and the controllability of the system are concluded. Finally, some numerical results are also presented.
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1 INTRODUCTION

In this article, we consider a flexible beam rotated by a motor in a horizontal plane at one end and a tip body rigidly attached at the free end. This model fits a large class of real applications such as links of robot systems and space-shuttle arms in which high speed manipulation and long and slender geometrical dimensions are the major factors causing mechanical vibration. To achieve high speed and precision end point positioning of the flexible beam, the boundary control is one of the major strategies in production and space applications.
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Let $\ell$ be the length of the beam, $\rho$ the uniform mass density per unit length, $EI$ the uniform flexural rigidity, $\tilde{M}$ the mass of the tip body attached, $\tilde{I}_m$ the moment of inertia of the motor and $\tilde{J}$ the moment of inertia associated with the tip body. Suppose that the terminal state trajectory is $x\dot{y}_d(t)$ at position $x$ and time $t$, where $\dot{y}_d(t) = 0$, i.e., the tracked state would be uniform motion or fixed in some direction of the flexible beam. Let the difference displacement $\tilde{y}(x, t) = z(x, t) - x\dot{y}_d(t)$, where $z(x, t)$ is the total transversal displacement at $x$ and $t$. Then $\tilde{y}(x, t)$ satisfies the following Euler–Bernoulli beam equation and the Newton–Euler rigid-body equations [1]:

$$\begin{align*}
\rho\tilde{y}_t(x, t) + EI\tilde{y}_{xxxx}(x, t) &= 0, \quad 0 < x < \ell, \quad t > 0, \\
\tilde{y}(0, t) &= 0, \\
EI\tilde{y}_{xx}(0, t) - \tilde{I}_m\tilde{y}_{xt}(0, t) + u(t) &= 0, \\
EI\tilde{y}_{xx}(\ell, t) - M\tilde{y}_t(\ell, t) &= 0, \\
EI\tilde{y}_{xxx}(\ell, t) + \tilde{J}\tilde{y}_{xtt}(\ell, t) &= 0
\end{align*}$$

(1)

where $u(t)$ is the torque developed by the motor. It was shown in [1] that the following nonlinear feedback control

$$u(t) = -\alpha\tilde{y}_x(0, t) - f(\tilde{y}_{xt}(0, t))$$

(2)

can make system (1) asymptotically stable or, exponentially stable when $\tilde{I}_m = 0$, where $\alpha > 0$ is a constant and $f \in C(\mathbb{R})$ is increasing with

$$f(0) = 0 \quad \text{and} \quad sf(s) > 0 \quad \text{for} \ s \neq 0.$$  

(3)

However, when $\tilde{I}_m \neq 0$, no result is available to the uniform stabilization of this hybrid system.

A similar problem was considered in [2] for string vibration that describes the vibration of an overhead crane. There are many different models in literature describing the vibration of a flexible beam with a tip rigid body [3,4,14,15], we refer to [3,4] for further descriptions concerning the physical structure of the system. To realize the uniform stabilization, the “high derivative” feedback control is usually required (see e.g. [5,6]), for instance, when $f$ is linear in (2), we shall see in Section 2 of this article that control (2) cannot uniformly stabilize the closed-loop system. However, on the one hand, the design of the “high derivative” feedback controllers in literature are mainly based on principle of “passivity” that makes the closed-loop system be
dissipative so that the system is at least asymptotically stable by Lyapunov function method [5,6]. In applications, on the other hand, there are many ways of designing controllers that make system practically uniformly stable but there is no dissipativity which usually brings the difficulty of theoretical proof for the uniform stability of the system [7]. In this article, we shall design such a “high derivative” feedback controller for system (1) which can make the closed-loop system exponentially stable although we do not know if it is dissipative. The approach used here is so called Riesz basis approach that is recently used to study the basis generation, exponential stability and distribution of eigenvalues of the Euler–Bernoulli beam equations in a very simple way [8,16]. In the next section, an unbounded boundary feedback control is designed and the asymptotic expressions of eigenvalues and eigenfunctions are derived. In Section 3, we show that there is a sequence of generalized eigenfunctions of system (1), which forms a Riesz basis for the state Hilbert space. Section 4 is devoted to the exponential stability of the system. Controllability and observability are obtained in Section 5. Numerical simulation is presented in Section 6 after relating the stability of the system to a finite dimensional eigenvalue problem. Some concluding remarks are made in Section 7.

2 ASYMPTOTIC EXPRESSION OF EIGENPAIRS

In order to adopt the Riesz basis approach to study the stability of system (1) as in [8,16], we should first formulate the closed-loop system into a linear evolution equation in an underlying Hilbert state space and then find asymptotic expressions of eigenpairs of the system operator associated with this evolution equation. All these will be treated in this section. First, we design the feedback control. To simplify notations, let \( y(x, t) = \tilde{y}(\ell x, \sqrt{\ell^4/El\rho t}) \), \( I_m = \tilde{I}_m \ell^{-3} \rho^{-1} \), \( M = \tilde{M} \ell^{-1} \rho^{-1} \), \( J = \tilde{J} \ell^{-3} \rho^{-1} \). Then \( y \) satisfies

\[
\begin{align*}
  y_{tt}(x, t) + y_{xxxx}(x, t) &= 0, \quad 0 < x < 1, \quad t > 0, \\
  y(0, t) &= 0, \\
  y_{xx}(0, t) - I_m y_{xII}(0, t) + \ell^2 EI^{-1}u(\sqrt{\ell^4/El\rho t}) &= 0, \\
  y_{xxx}(1, t) - M y_{II}(1, t) &= 0, \\
  y_{xx}(1, t) + J y_{xII}(1, t) &= 0.
\end{align*}
\]
We design a feedback controller:

$$\ell^2 EI^{-1}u \left( \sqrt{\ell^4 / EI} \right) = -\alpha y_x(0, t) - \beta y_{xx}(0, t) + ky_{xxx}(0, t) \quad (5)$$

where $\alpha > 0$ and $\beta$ and $k$ are real numbers. Then the closed-loop system becomes

$$\begin{cases} 
    y_{tt}(x, t) + y_{xxxx}(x, t) = 0, & 0 < x < 1, \ t > 0, \\
    y(0, t) = 0, \\
    y_{xx}(0, t) - I_my_{xt}(0, t) - \alpha y_x(0, t) - \beta y_{xx}(0, t) + ky_{xxx}(0, t) = 0, \\
    y_{xxx}(1, t) - My_{tt}(1, t) = 0, \\
    y_{xx}(1, t) + Jy_{xt}(1, t) = 0. 
\end{cases} \quad (6)$$

It seems not apparent that there is a Lyapunov function for the system above.

It should be pointed out that in deriving the third equation in (6), the motor driver of torque control type is used and the rate of change of the strain signal $y_{xx}(0, t)$ is assumed being measurable. However, in practice, it is usually difficult to directly measure $y_{xx}(0, t)$. In case $y_{xx}(0, t)$ is not measurable, [9] suggests to use a control motor with a motor driver of speed reference type to get indirectly $y_{xx}(0, t)$. Actually, from [9]

$$V_{ref}(t) = k_f y_{xt}(0, t)$$

where $k_f > 0$ is the back emf (electro-motive force) constant. “Back emf constant” specifies how much voltage is created by the armature conductors moving through the constant magnetic field in electrical motors. $V_{ref}(t)$ is the speed reference voltage of the control motor. Let $V_{ref}(t)$ be commanded to follow the following feedback law:

$$V_{ref}(t) = \frac{k_f}{I_m} \left[ -\alpha \int_0^t y_x(0, \tau) d\tau - \beta y_{xx}(0, t) + ky_{xx}(0, t) + \int_0^t y_{xx}(0, \tau) d\tau \right]. \quad (7)$$

Note that the strain signal $y_{xx}(0, t)$ can be easily measured using strain gauges and hence the above feedback law is meaningful.
Substituting such a \( V_{\text{ref}}(t) \) into \( V_{\text{ref}}(t) = k_f y_{xt}(0, t) \), we obtain also
\[
y_{xx}(0, t) - I_m y_{xt}(0, t) - \alpha y_x(0, t) - \beta y_{xt}(0, t) + k y_{xx}(0, t) = 0.
\]
Details can be found in Section V of [9].

Next, define the underlying state Hilbert space \( H \) for the system (6):
\[
H = H^2_E(0, 1) \times L^2(0, 1) \times \mathbb{C}^3, \quad H^2_E(0, 1) = \{ f \in H^2(0, 1) \mid f(0) = 0 \}
\]
with the inner product induced norm
\[
\| (f, g, a, b, c) \|^2 = \int_0^1 |f^{''}(x)|^2 + |g(x)|^2 \, dx + \alpha |f'(0)|^2 + \frac{|a|^2}{I_m} + \frac{|b|^2}{M} + \frac{|c|^2}{J}
\]
and the state variable
\[
Y(t) = (y(\cdot, t), y_t(\cdot, t), I_m y_{xt}(0, t) - k y_{xx}(0, t), M y_t(1, t), J y_{xt}(1, t)).
\]
Then Eq. (6) is formulated to be an evolution equation in \( H \):
\[
\frac{d}{dt} Y(t) = A Y(t)
\]
where the associated system operator \( A : (H \supset D(A)) \rightarrow H \) is defined as follows:
\[
\begin{pmatrix}
\phi \\
\psi \\
a \\
b \\
c
\end{pmatrix}
A
\begin{pmatrix}
\phi' \\
\psi' \\
ap \\
bp \\
cp
\end{pmatrix}
= \begin{pmatrix}
\psi \\
-\phi^{(4)} \\
\phi^{''}(0) - \alpha \phi(0) - \beta \psi(0) \\
\phi^{''}(1) \\
-\phi^{''}(1)
\end{pmatrix}
\]
\[
D(A) = \{ (\phi, \psi, a, b, c) \in (H^4 \cap H^2_E) \times H^2_E \times \mathbb{C}^3 \mid a = I_m \psi'(0) - k \phi^{''}(0), b = M \psi(1), c = J \psi'(1) \}
\]
\[
\text{Lemma 1} \quad A^{-1} \text{ exists and is compact on } H. \text{ Hence } \sigma(A), \text{ the spectrum of } A, \text{ consists of isolated eigenvalues only.}
\]
\[
\text{Proof} \quad \text{For any } (f, g, a, b, c) \in H, \text{ solving}
\]
\[
\begin{pmatrix}
\phi \\
\psi \\
I_m \psi'(0) - k \phi^{''}(0) \\
M \psi(1) \\
J \psi'(1)
\end{pmatrix}
A
\begin{pmatrix}
\phi' \\
\psi' \\
ap' \\
bp' \\
cp
\end{pmatrix}
= \begin{pmatrix}
\psi \\
-\phi^{(4)} \\
\phi^{''}(0) - \alpha \phi(0) - \beta \psi(0) \\
\phi^{''}(1) \\
-\phi^{''}(1)
\end{pmatrix}
= \begin{pmatrix}
f \\
g \\
a \\
b \\
c
\end{pmatrix}
\]
produces the unique solution (notice that $\phi(0) = 0$) $\psi = f \in H^2_E$ and $\phi \in H^4 \cap H^2_E$

$$
\phi(x) = -\left[a + b f'(0) + \frac{c}{\alpha} + \frac{2b + b\alpha}{2\alpha} + \frac{1}{2} \int_0^1 s^2 g(s)ds + \frac{1}{\alpha} \int_0^1 s g(s)ds \right] x
\frac{b}{6} + \int_0^1 \frac{1}{6} s^2 g(s)ds\frac{c}{2} x^2 + \frac{b}{6} (x-1)^2 - \frac{1}{6} \int_1^x (x-s)^2 g(s)ds.
$$

(11)

The result then follows from the Sobolev’s embedding theorem ([17], p. 208).

**Lemma 2** For any $\lambda = i\tau^2 \in \sigma(A)$, there is a unique eigenfunction (up to a scalar)

$$(\phi, \lambda \phi, I_m \lambda \phi'(0) - k \phi''(0), M \lambda \phi(1), J \lambda \phi'(1))
= (\phi, \lambda \phi, \lambda^{-1}[\phi''(0) - (\beta \lambda + \alpha)\phi'(0)], \lambda^{-1} \phi''(1), -\lambda^{-1} \phi''(1))$$

where

$$
\phi(x) = -(1 + MJ \tau^4) \sinh \tau x
+ [-2J \tau^3 \cos \tau + (-1 + MJ \tau^4) \sin \tau] \cosh \tau (1 - x)
+ [2J \tau^3 \cosh \tau - (1 + MJ \tau^4) \sin \tau + (-1 + MJ \tau^4) \sinh \tau] \cos \tau (1 - x)
+ [(1 - MJ \tau^4) \cos \tau - 2M \tau \sin \tau] \sinh \tau (1 - x)
+ [(1 - MJ \tau^4) \cosh \tau + (1 + MJ \tau^4) \cosh \tau + 2M \tau \sin \tau] \sin \tau (1 - x)
$$

(12)

and the characteristic equation that $\lambda$ satisfies is

$$
(-I_m \tau^4 + i\beta \tau^2 + \alpha)(1 + MJ \tau^4 + (M \tau - J \tau^3) \sinh \tau \cos \tau
- (M \tau + J \tau^3) \cosh \tau \sin \tau + (1 - MJ \tau^4) \cosh \tau \cos \tau)
+ \tau(k\tau^2 + 1)(-2J \tau^3 \cosh \tau \cos \tau + (-1 + MJ \tau^4) \cosh \tau \sin \tau
+ (1 - MJ \tau^4) \sinh \tau \cos \tau - 2M \tau \sinh \tau \sin \tau) = 0.
$$

(13)
Proof  Solving the eigenvalue problem

\[
\begin{pmatrix}
\phi \\
\psi \\
a \\
b \\
c
\end{pmatrix}
= \begin{pmatrix}
\psi \\
-\phi^{(4)} \\
\phi^{(3)}(0) - \alpha \phi(0) - \beta \psi'(0) \\
\phi''(1) \\
-\phi''(1)
\end{pmatrix}
= \lambda \begin{pmatrix}
\phi \\
\psi \\
I_m \psi'(0) - k \phi''(0) \\
M \psi(1) \\
J \psi'(1)
\end{pmatrix}
\]

one has \( \psi = \lambda \phi \) and

\[
\begin{cases}
\phi''' + \lambda^2 \phi = 0, \\
\phi(0) = (I_m \lambda^2 + \beta \lambda + \alpha) \phi'(0) - (k \lambda + 1) \phi''(0) = 0, \\
\phi''(1) - M \lambda^2 \phi(1) = 0, \\
\phi''(1) + J \lambda^2 \phi'(1) = 0.
\end{cases}
\]  

(14)

Hence

\[
(I_m \lambda \phi'(0) - k \phi''(0), M \lambda \phi(1), J \lambda \phi'(1))
= (\lambda^{-1} \phi''(0) - (\beta \lambda + \alpha) \phi'(0), \lambda^{-1} \phi''(1), - \lambda^{-1} \phi''(1)).
\]

Let \( f(x) = \phi(1 - x) \). Then \( f \) satisfies

\[
\begin{cases}
f'''' + \lambda^2 f = 0, \\
f(1) = (I_m \lambda^2 + \beta \lambda + \alpha) f'(1) + (k \lambda + 1) f''(1) = 0, \\
f''(0) + M \lambda^2 f(0) = 0, \\
f''(0) - J \lambda^2 f'(0) = 0.
\end{cases}
\]  

(15)

Let \( \lambda = i \tau^2 \). It is easily seen that for any \( \lambda = i \tau^2 \), the general solution of the following equation

\[
\begin{cases}
f'''' + \lambda^2 f = 0, \\
f''''(0) + M \lambda^2 f(0) = 0, \\
f''(0) - J \lambda^2 f'(0) = 0.
\end{cases}
\]
is of the form

$$f(x) = [(c_1 - c_2) - MJ \tau^4(c_1 + c_2)] \cosh \tau x$$
$$+ [(c_1 - c_2) + MJ \tau^4(c_1 + c_2)] \cos \tau x$$
$$+ 2M \tau(c_1 \sinh \tau x + c_2 \sin \tau x)$$

where $c_1$, $c_2$ are arbitrary constants. By $f(1) = 0$, one has (up to a scalar)

$$c_1 = (1 + MJ \tau^4) \cosh \tau + (1 - MJ \tau^4) \cos \tau - 2M \tau \sin \tau,$$
$$c_2 = (1 - MJ \tau^4) \cosh \tau + (1 + MJ \tau^4) \cos \tau + 2M \tau \sin \tau,$$
$$c_1 - c_2 = 2MJ \tau^4 \cosh \tau - 2MJ \tau^4 \cos \tau - 2M \tau \sin \tau - 2M \tau \sinh \tau,$$
$$c_1 + c_2 = 2 \cosh \tau + 2 \cos \tau - 2M \tau \sin \tau + 2M \tau \sinh \tau.$$

Hence (again up to a scalar)

$$f(x) = -(1 + MJ \tau^4) \sinh \tau(1 - x)$$
$$+ [-2J \tau^3 \cos \tau + (-1 + MJ \tau^4) \sin \tau] \cosh \tau x$$
$$+ [2J \tau^3 \cosh \tau - (1 + MJ \tau^4) \sin \tau + (-1 + MJ \tau^4) \sinh \tau] \cos \tau x$$
$$+ [(1 - MJ \tau^4) \cos \tau - 2M \tau \sin \tau] \sinh \tau x$$
$$+ [(1 - MJ \tau^4) \cosh \tau + (1 + MJ \tau^4) \cos \tau + 2M \tau \sinh \tau] \sin \tau x$$

this is (12) by $\phi(x) = f(1 - x)$. Note that the function $f$ defined above actually satisfies

$$\begin{cases}
    f''' + \lambda^2 f = 0, \\
    f(1) = 0, \\
    f'''(0) + M\lambda^2 f(0) = 0, \\
    f''(0) - M\lambda^2 f'(0) = 0
\end{cases}$$

for any $\lambda = i\tau^2$. In order $f$ (it is obvious that $f$ cannot be identical zero) to be a solution of (15), it is necessary and sufficient that $(I_n\lambda^2 + \beta\lambda + \alpha)f'(1) + (k\lambda + 1)f''(1) = 0$ which induces (13), proving the lemma. \qed
**Lemma 3** There is a family of eigenvalues \( \{ \lambda_n = i\tau_n^2, -i\tau_n^2 \} \) of \( A \) with the following asymptotic expression

\[
\lambda_n = i\tau_n^2 = -k\tau_n^{-1} + i[M^{-1} + (m\pi)^2] + O(n^{-1})
\]

where \( m = n - 1/2 \), \( n \) is a sufficiently large positive integer. A corresponding eigenfunction

\[
\Phi_n = (\phi_n, \lambda_n \phi_n, I_m \lambda_n \phi_n'(0) - k\phi_n''(0), M\lambda_n \phi_n(1), J\lambda_n \phi_n'(1))
\]

\[= (\phi_n, \lambda_n \phi_n, \lambda_n^{-1}[\phi_n''(0) - (\beta\lambda_n + \alpha)\phi_n'(0)], \lambda_n^{-1}\phi_n''(1), -\lambda_n^{-1}\phi_n''(1))\]

where

\[
\phi_n(x) = -(1 + MJ\tau^4) \sinh \tau_n x
\]

\[
+ [-2J\tau_n^3 \cos \tau_n + (-1 + MJ\tau_n^4) \sin \tau_n] \cosh \tau_n (1 - x)
\]

\[
+ [2J\tau_n^3 \cos \tau_n - (1 + MJ\tau_n^4) \sin \tau_n]
\]

\[
+ (-1 + MJ\tau_n^4) \sinh \tau_n (1 - x)
\]

\[
+ [(1 - MJ\tau_n^4) \cos \tau_n - 2M \tau_n \sin \tau_n] \sinh \tau_n (1 - x)
\]

\[
+ [(1 - MJ\tau_n^4) \cos \tau_n + (1 + MJ\tau_n^4) \cos \tau_n]
\]

\[
+ 2M \tau_n \sin \tau_n \sinh \tau_n (1 - x)
\]

which is obtained by (12) with \( \tau = \tau_n \). The following asymptotic expression holds

\[
F_n(x) = \begin{pmatrix}
    e^{-m\pi(1-x)} - e^{-m\pi x} \sin m\pi (1 - x) - \sin m\pi (1 - x) \\
    i[e^{-m\pi(1-x)} - e^{-m\pi x} \sin m\pi (1 - x) + \sin m\pi (1 - x)] \\
    0 \\
    0 \\
    0 \\
\end{pmatrix} + O(n^{-1})
\]

where

\[
F_n(x) = -2(MJ)^{-1} \tau_n^{-6} e^{-\tau_n}
\]

\[
\times (\phi_n'', \lambda_n \phi_n, I_m \lambda_n \phi_n'(0) - k\phi_n''(0), M\lambda_n \phi_n(1), J\lambda_n \phi_n'(1))^T.
\]
(18) holds uniformly in $x \in [0, 1]$. It is seen that

$$
\lim_{n \to \infty} \|F_n\|_{L^2 \times L^2 \times C^1}^2 = \lim_{n \to \infty} \|2(MJ)^{-1} \tau_n^{-6} e^{-\tau_n} \Phi_n\|_H^2 = 2.
$$

**Proof** Note that for a large positive integer $n$, in a uniformly bounded small neighborhood of $m\pi = (n - 1/2)\pi$,

$$
|\sin \tau| \leq C, \quad |\cos \tau| \leq C, \quad |e^{-\tau} \sinh \tau| \leq C, \quad |e^{-\tau} \cosh \tau| \leq C
$$

uniformly for all $n$ with some constant $C$. By multiplying $(-I_m MJ)^{-1} \tau^{-8} e^{-\tau}$ on both sides of (13), we can write (13), in a uniformly bounded small neighborhood of $m\pi = (n - 1/2)\pi$ for each $n$, to be

$$
\cos \tau = \mathcal{O}(|\tau|^{-1})
$$

(19)

or

$$
\cos \tau = -\frac{1}{\tau} (M^{-1} + ikI_m^{-1}) \sin \tau + \mathcal{O}(|\tau|^{-2}).
$$

(20)

Applying the Rouche’s theorem ([18], p. 181) to two functions $\cos \tau$ and $-\mathcal{O}(|\tau|^{-1})$ in a small neighborhood of $m\pi$ for each $n$, we can obtain a solution $\tau_n$ of (19):

$$
\tau = \tau_n = (n - 1/2)\pi + \mathcal{O}(n^{-1})
$$

(21)

for sufficiently large $n$. Substituting (21) into (20) yields

$$
\mathcal{O}(n^{-1}) = \frac{1}{(n - 1/2)\pi} (M^{-1} + ikI_m^{-1}) + \mathcal{O}(n^{-2})
$$

and so

$$
\tau_n = (n - 1/2)\pi + \frac{1}{(n - 1/2)\pi} (M^{-1} + ikI_m^{-1}) + \mathcal{O}(n^{-2})
$$

hence

$$
\lambda_n = i\tau_n^2 = -kI_m^{-1} + i[M^{-1} + ((n - 1/2)\pi)^2] + \mathcal{O}(n^{-1}).
$$
For the estimation of (18), we treat the first component only because the second component can be treated similarly and $\lambda_n^{-1}\phi_n'(0)$, $\lambda_n^{-1}\phi_n''(1)$, $\lambda_n^{-1}\phi_n''(1)$ can be found first from the expression below and then treated in a similar fashion. Now

$$
\tau_n^{-2}\phi_n''(x) = -(1 + MJ^4) \sinh \tau_n x
+ [-2J \tau_n^3 \cos \tau_n + (-1 + MJ^4) \sin \tau_n] \cosh \tau_n (1 - x)
- [2J \tau_n^3 \cosh \tau_n - (1 + MJ^4) \sin \tau_n]
+ (-1 + MJ^4) \sinh \tau_n (1 - x)
+ [(1 - MJ^4) \cos \tau_n - 2M \tau_n \sin \tau_n] \sinh \tau_n (1 - x)
- [(1 - MJ^4) \cosh \tau_n + (1 + MJ^4) \cos \tau_n]
+ 2M \tau_n \sin \tau_n \sin \tau_n (1 - x).
$$

Since for any bounded $y > 0$ and $x \in [0, 1]$, it holds uniformly

$$
e^{-\tau_n y} = e^{-m\pi y} + O(n^{-1}),
\sin \tau_n x = \sin m\pi x + O(n^{-1}),
\cos \tau_n x = \cos m\pi x + O(n^{-1}).$$

Hence

$$
2(MJ)^{-1} \tau_n^{-6} e^{-\tau_n} \phi_n''(x) = -e^{-\tau_n (1 - x)} + e^{-\tau_n x} \sin \tau_n - \cos \tau_n (1 - x)
+ \sin \tau_n (1 - x) + O(n^{-1})
= -e^{-m\pi (1 - x)} + e^{-m\pi x} \sin m\pi - \cos m\pi (1 - x)
+ \sin m\pi (1 - x) + O(n^{-1}).
$$

Moreover,

$$
2(MJ)^{-1} \tau_n^{-6} e^{-\tau_n} \phi_n'(0) = O(n^{-1}).
$$

This is the result required.

It should be pointed out that up to now, we can only say that (17) and (18) are valid for “a family of eigenpairs” of $A$ only. However, in the next section, we shall show that they are indeed asymptotic expressions of all eigenpairs of $A$. This is one of merits of the approach.
Let us recall that for a closed linear operator \( A \) in a Hilbert space \( H \), a nonzero \( x \in H \) is called a generalized eigenvector of \( A \), corresponding to an eigenvalue \( \lambda \) of \( A \) that has finite algebraic multiplicity, if there is a positive integer \( n \) such that \((\lambda - A)^n x = 0\). A sequence \( \{x_n\}^\infty_{n=1} \) in \( H \) is called a Riesz basis for \( H \) if there is an orthonormal basis \( \{e_n\}^\infty_{n=1} \) in \( H \) and a linear bounded invertible operator \( T \) such that

\[
Te_n = x_n, \quad n = 1, 2, \ldots
\]

It is seen that each Riesz basis sequence must be approximately normalized:

\[
C_1 \leq \|x_n\| \leq C_2, \quad C_1, C_2 > 0, \quad n = 1, 2, \ldots
\]

Suppose that \( \{\lambda_n\}^\infty_{n=1} \subset \sigma(A) \). If each \( \lambda_n \) has finite algebraic multiplicity \( m_n \), then there is a sequence of linear independent generalized eigenvectors \( \{x_{ni}\}^{m_n}_{i=1} \) corresponding to \( \lambda_n \). If \( m_n = 1 \) for sufficiently large \( n \) and \( \{x_{ni}\}^{m_n}_{i=1} \}_{n=1}^\infty \) forms a Riesz basis for \( H \), then \( A \) generates a \( C_0 \)-semigroup \( e^{At} \) which can be represented as

\[
e^{At}x = \sum_{n=1}^\infty \sum_{i=1}^{m_n} \sum_{j=1}^{m_n} a_{ni} f_{nij}(t)x_{nj}, \quad \text{for any } x = \sum_{n=1}^\infty \sum_{i=1}^{m_n} a_{ni} x_{ni} \in H
\]

where \( f_{nij}(t) \) is a polynomial of \( t \) with order less than \( m_n \). In particular, if \( a < \text{Re}\lambda < b \) for some reals \( a \) and \( b \) then \( A \) generates a \( C_0 \)-group on \( H \). Moreover, the spectrum-determined growth condition holds for \( e^{At} \): \( \omega(A) = S(A) \), where \( \omega(A) \) is the growth order of \( e^{At} \) and \( S(A) \) is the spectral bound of \( e^{At} \).

The following result is recently reported in [8]:

**Theorem 1** Let \( A \) be a densely defined discrete operator (that is, \((\lambda - A)^{-1} \) is compact for some \( \lambda \)) in a Hilbert space \( H \). Let \( \{z_n\}^\infty_{n=1} \) be a Riesz basis for \( H \). If there exist an \( N \geq 0 \) and a sequence of generalized
eigenvectors \( \{x_n\}_{n=N+1}^{\infty} \) of \( A \) such that

\[
\sum_{N+1}^{\infty} \|x_n - z_n\|^2 < \infty
\]

then

(i) there exists a constant \( M > N \) and generalized eigenvectors \( \{x_{n0}\}_{n=1}^{M} \) of \( A \) such that \( \{x_{n0}\}_{n=1}^{M} \cup \{x_n\}_{n=M+1}^{\infty} \) forms a Riesz basis for \( H \);

(ii) let \( \{x_{n0}\}_{n=1}^{M} \cup \{x_n\}_{n=M+1}^{\infty} \) correspond to eigenvalues \( \{\sigma_n\}_{n=1}^{\infty} \) of \( A \). Then \( \sigma(A) = \{\sigma_n\}_{n=1}^{\infty} \), where \( \sigma_n \) is counted according to its algebraic multiplicity;

(iii) if there is an \( M_0 > 0 \) such that \( \sigma_n \neq \sigma_m \) for all \( m, n > M_0 \), then there exists an \( N_0 > M_0 \) such that all \( \sigma_n, n > N_0 \) are algebraically simple.

In Lemma 3, we have found a sequence of approximate normalized generalized eigenfunctions of \( A \). In order to apply Theorem 1, we have to find a reference Riesz basis. This is realized by finding a discrete skew-adjoint linear operator in \( H \). From functional analysis, for a discrete skew-adjoint linear operator in \( H \), there is always a sequence of generalized eigenvectors which forms a Riesz basis, moreover, for such an operator, the geometric multiplicity of each eigenvalue is identical to its algebraic multiplicity and all eigenvalues lie on the imaginary axis.

Now we show the game. Let operator \( A_0 \) be the operator \( A \) with \( \beta = k = 0 \). That is,

\[
A_0 \begin{pmatrix} \phi \\ \psi \\ a \\ b \\ c \end{pmatrix} = \begin{pmatrix} \psi \\ -\phi^{(4)} \\ \phi''(0) - \alpha \phi'(0) \\ \phi'''(1) \\ -\phi'(1) \end{pmatrix}
\]

\[
D(A_0) = \{ (\phi, \psi, a, b, c) \in (H^4 \cap H_E^2) \times H_E^2 \times \mathbb{C}^3 \mid a = I_m \psi'(0), b = M \psi(1), c = J \psi'(1) \}
\]

Then it is easily checked that \( A_0 \) is indeed a discrete skew-adjoint linear operator in \( H \). Because in previous sections, we consider \( \beta \)
and \(k\) being only real numbers, this means that all results in previous sections are still valid for \(A_0\). From Lemma 2, each eigenvalue of \(A_0\) is geometrically simple and hence algebraically simple and the characteristic equation satisfied by \(\mu = i\omega^2 \in \sigma(A_0)\) is

\[
(-i\omega^4 + \alpha)[1 + MJ\omega^4 + (M\omega - J\omega^3)\sinh \omega \cos \omega \\
- (M\omega + J\omega^3)\cosh \omega \sin \omega + (1 - MJ\omega^4)\cosh \omega \cos \omega \\
+ \omega(-2J\omega^3\cos \omega \cos \omega + (-1 + MJ\omega^4)\sinh \omega \sin \omega \\
+ (1 - MJ\omega^4)\sinh \omega \cos \omega - 2M\omega \sinh \omega \sin \omega] = 0. \tag{23}
\]

Because all eigenvalues of \(A_0\) lie on the imaginary axis and the eigenvalues appear in conjugate pairs, we need consider only positive solutions of (23) in order to find eigenvalues of \(A_0\). Like (19), we write (23) asymptotically to be

\[
\cos \omega = \mathcal{O}(\omega^{-1}) \tag{24}
\]

The positive solutions of (24) are of

\[
\omega = \omega_n = (n - 1/2)\pi + \mathcal{O}(n^{-1}) \tag{25}
\]

for sufficiently large \(n\). Same to (17), it has

\[
\mu_n = i\omega_n^2 = i[M^{-1} + (m\pi)^2] + \mathcal{O}(n^{-1}). \tag{26}
\]

The difference between (26) and (17) is that (26) is indeed an asymptotic expression for all eigenvalues of \(A_0\) on the up half complex plane.

From Lemma 2, we can obtain the unique (up to a scalar) eigenfunction of \(A_0\) associated with \(\mu_n\) to be

\[
\Psi_n = (f_n, \mu_n f_n, I_n \mu_n f'_n(0), M \mu_n f_n(1), J \mu_n f'_n(1)) \\
= (f_n, \mu_n f_n, \mu_n^{-1}[f''_n(0) - \alpha f'_n(0)], \mu_n^{-1}f''_n(1), -\mu_n^{-1}f''_n(1)) \tag{27}
\]
where

\[ f_n(x) = -(1 + MJ \omega_n^4) \sinh \omega_n x \\
+ [-2J \omega_n^3 \cos \omega_n + (-1 + MJ \omega_n^4) \sin \omega_n] \cosh \omega_n (1 - x) \\
+ [2J \omega_n^3 \cosh \omega_n - (1 + MJ \omega_n^4) \sin \omega_n] \\
+ (1 + MJ \omega_n^4) \sinh \omega_n \cos \omega_n (1 - x) \\
+ [(1 - MJ \omega_n^4) \cos \omega_n - 2M \omega_n \sin \omega_n] \sin \omega_n (1 - x) \\
+ [(1 - MJ \omega_n^4) \cosh \omega_n + (1 + MJ \omega_n^4) \cos \omega_n] \\
+ 2M \omega_n \sinh \omega_n \sin \omega_n (1 - x). \] (28)

By Lemma 3

\[
G_n(x) = \\
e^{-m\pi(1-x)} - e^{-m\pi x} \sin m\pi + \cos m\pi (1 - x) - \sin m\pi (1 - x) \\
i [e^{-m\pi(1-x)} - e^{-m\pi x} \sin m\pi - \cos m\pi (1 - x) + \sin m\pi (1 - x)] \\
0 \\
0 \\
0
\]

\[ + \mathcal{O}(n^{-1}) \] (29)

where

\[ G_n(x) = -2(MJ)^{-1} \omega_n^{-6} e^{-\omega_n} (f''_n, \mu_n f_n, I_m \mu_n f'_n(0), M \mu_n f_n(1), J \mu_n f'_n(1))^T \]

and

\[ -2(MJ)^{-1} \omega_n^{-6} e^{-\omega_n} f'_n(0) = \mathcal{O}(n^{-1}). \]

Since \( A_0 \) is a discrete operator, there are only finite number of eigenvalues in any bounded complex region, all \( \{-2(MJ)^{-1} \times \omega_n^{-6} e^{-\omega_n} \Psi_n \} \cup \{\text{their conjugates}\} \) with at most other finite number of generalized eigenfunctions (in the sense of \( \omega \)-linearly independent) of \( A_0 \) form a Riesz basis for \( H \). Therefore, we may assume, without loss of generality that

Generalized eigenfunctions of \( A_0 = \{-2(MJ)^{-1} \omega_n^{-6} e^{-\omega_n} \Psi_n \}_{\infty}^1 \cup \{\text{their conjugates}\} \).
It follows from (18) and (29) that there exists an $N > 0$ such that
\[
\sum_{n>N} \|2(MJ)^{-1} \tau_n^{-6} e^{-\tau_n} \Phi_n - 2(MJ)^{-1} \omega_n^{-6} e^{-\omega_n} \Psi_n\|_H^2 = \sum_{n>N} \mathcal{O}(n^{-2}) < \infty.
\]

(30)

The same thing is true for their conjugates. Therefore, considering $[-\Psi_n/(MJ\omega_n^6 e^{\omega_n})]_1^n \cup$ [their conjugates] being a reference Riesz basis, Theorem 1 can be applied to obtain our main result of the article.

**Theorem 2**  
For any $\alpha > 0$ and real numbers $\beta$ and $k$

(i) there is a sequence of generalized eigenfunctions of operator $A$, which forms a Riesz basis for the state space $H$;

(ii) (17) is an asymptotic expression for all eigenvalues of $A$;

(iii) all eigenvalues of $A$ with sufficiently large modulus are algebraically simple, therefore, $A$ generates a $C_0$-group on $H$ and the spectrum-determined growth condition holds for the semigroup $e^{At}$ generated by $A$: $\omega(A) = S(A)$.

### 4 EXPOENTIAL STABILITY

It is seen from (17) that if $k < 0$, then system (6) is never exponentially stable. In this section, we shall show that system (6) is exponentially stable if

$$
\beta \geq \alpha k > 0.
$$

(31)

Since the spectrum-determined growth condition holds, it follows from (ii) of Theorem 2 that $e^{At}$ is exponentially stable under condition (31) if and only if $\Re \lambda < 0$ for all $\lambda \in \sigma(A)$.

**Theorem 3**  
Suppose $\beta \geq \alpha k > 0$. Then there exists an $\omega > 0$ such that $\Re \lambda < -\omega$ for all $\lambda \in \sigma(A)$. Therefore, the $C_0$-semigroup $e^{At}$ generated by $A$ is exponentially stable:

$$
\|e^{At} \Phi\| \leq M e^{-\omega t} \|\Phi\|, \quad \text{for any } \Phi \in H
$$

where $M > 0$ is a constant independent of $\Phi$. 
Proof It suffices to show that Re\(\lambda < 0\) for all \(\lambda \in \sigma(A)\). We start from the eigen problem (14). Assume \(k\lambda + 1 \neq 0\). Multiplying \(\bar{\phi}\), the conjugate of \(\phi\), on both sides of the first equation in (14) and integrating from 0 to 1 with respect to \(x\) yields

\[
\int_0^1 |\phi''(x)|^2 \, dx + \lambda^2 \left( \int_0^1 |\phi(x)|^2 \, dx + M|\phi(1)|^2 + J|\phi'(1)|^2 \right) + \frac{Im\lambda^2 + \beta\lambda + \alpha}{k\lambda + 1} |\phi'(0)|^2 = 0. \tag{32}
\]

Clearly, if \(\lambda\) is a real number, it must have \(\lambda < 0\) (Notice Lemma 1, \(\lambda = 0\) is always not in the spectrum of \(A\)). Suppose that \(\lambda = \lambda_1 + i\lambda_2\), \(\lambda_2 \neq 0\). Then comparing the imaginary part of (32) yields

\[
2\lambda_1 \left( \int_0^1 |\phi(x)|^2 \, dx + M|\phi(1)|^2 + J|\phi'(1)|^2 \right) + \frac{kIm\lambda^2 + 2Im\lambda_1 + \beta - \alpha k}{|k\lambda + 1|^2} |\phi'(0)|^2 = 0. \tag{33}
\]

There are two cases. When \(\lambda_1 \neq 0\), it is obvious that \(\lambda_1 < 0\) as \(\beta \geq \alpha k\). While as \(\lambda_1 = 0\), it must be \(\phi'(0) = 0\) and so \(\phi''(0) = 0\) from the boundary condition of (14). In this case, the solution of (14) shall be (we may assume that \(\lambda_2 > 0\)) \(\phi(x) = \sinh(\sqrt{\lambda_2}x) - \sin(\sqrt{\lambda_2}x)\). But from the boundary condition \(\phi''(1) = -M\lambda_2^2\phi(1)\), we arrive the contradiction that

\[
\cosh(\sqrt{\lambda_2}) + \cos(\sqrt{\lambda_2}) = -M\sqrt{\lambda_2}(\sinh(\sqrt{\lambda_2}) - \sin(\sqrt{\lambda_2})).
\]

The proof is complete. \(\square\)

5 EXACT CONTROLLABILITY

In this section, we consider the following control problem:

\[
\begin{aligned}
  y_{tt}(x, t) + y_{xxxx}(x, t) &= 0, & 0 < x < 1, & t > 0, \\
  y(0, t) &= 0, \\
  y_{xx}(0, t) - Imy_{xtt}(0, t) - \alpha y_x(0, t) + v(t) &= 0, \\
  y_{xxx}(1, t) - My_{tt}(1, t) &= 0, \\
  y_{xx}(1, t) + Jy_{xtt}(1, t) &= 0.
\end{aligned}
\tag{34}
\]
Let
\[ Z(t) = (y(\cdot, t), y_t(\cdot, t), I_m y_{xt}(0, t), M y(1, t), J y_{xt}(1, t)). \] (35)

In the space \( H \), we can write (34) as
\[
\frac{d}{dt} Z(t) = A_0 Z(t) + bv(t), \quad b = (0, 0, 1, 0, 0) \in H
\] (36)
where \( A_0 \) is defined by (22). For simplicity, we denote the all eigenfunctions of \( A_0 \) as following:
\[
\{ \psi_n \}_{n \in \mathbb{Z}} = \{(g_n, \mu_n g_n, I_m \mu_n g_n'(0), M \mu_n g_n(1), J \mu_n g_n'(1))\}_{n \in \mathbb{Z}}
\] (37)
which satisfies
\[
(g_n, \mu_n g_n, I_m \mu_n g_n'(0), M \mu_n g_n(1), J \mu_n g_n'(1)) = G_n(x)^T, \quad g_n(0) = O(n^{-1})
\]
where \( G_n \) is defined by (29).

**Definition 1** System (36) (or \((A_0, b))\) is called exact controllable on \([0, T]\) in \( H \) if for any given \( Z_0, Z_1 \in H \), there exists a control \( v(t) \in L^2(0, T) \) such that the unique corresponding mild solution of the system (36), which is defined to be
\[
Z(t) = e^{A_0 t} Z_0 + \int_0^t e^{A_0 (t-s)} bv(s) dx
\] (38)
satisfies \( Z(T) = Z_1 \). System (36) is called approximately controllable on \([0, T]\) if for any given states \( Z_0, Z_1 \in H \) and constant \( \epsilon > 0 \), there exists a control \( v(t) \in L^2(0, T) \) such that \( \|Z(T) - Z_1\| < \epsilon \).

Since \( A_0 \) generates a \( C_0 \)-group, exact controllability is equivalent to what so called “null” exact controllability: that is, we may choose \( Z_1 = 0 \) in the Definition 1.

**Proposition 1** System (36) is approximately controllable on \([0, T]\) for any \( T > 0 \) in \( H \) but never exactly controllable in \( H \) for any \( T > 0 \).

**Proof** Since the control operator \( B_0 \) defined by \( B_0 u = ub \) for any \( u \in \mathbb{C} \) is compact from the control space \( \mathbb{C} \) to \( H \), system (36) is not...
exactly controllable (Theorem 4.1.5 of [19]). For the approximate controllability, we notice that each eigenvalue of $A_0$ is algebraically simple and, it can be easily shown that each eigenfunction $\tilde{\Psi}_n = (g_n, \mu_ng_n, I_m\mu_ng_n(0), M\mu_ng_n(1), J\mu_ng_n'(1))$ of $A_0$ satisfies

$$\langle b, \Phi_n \rangle_{H \times H} = I_m\mu_ng_n'(0) \neq 0.$$ 

It follows from Proposition 3.13 at p. 61 of [10] that system (36) is approximately controllable.

However, our next result shows that the system (36) is exactly controllable when it is confined to the space $H_1 = [D(A_0)]$, the graph space of $A_0$. Let us show the process. Consider $H_1$ to be the pivot space and let $H_2 = [D(A_0^2)]$. Then $H_2 \subset H_1 \subset H_2'$, where $H_2'$ denotes the dual space of $H_2$. Hence $b \in H \subset H_2'$. By definition, for any $Z = (f, g, I_mg'(1), Mg(1), Jg'(1)) \in H_2$,

$$\langle b, Z \rangle_{H_2 \times H_2} = \langle b, A_0^*A_0Z \rangle_{H \times H} = -g''(0) + \alpha g'(0).$$

Note that $A_0$ generates a $C_0$-semigroup (still denoted by $e^{A_0t}$) in $H_1$ with domain $H_2$. Recall that $b$ is admissible (see e.g. [11]) with respect to $e^{A_0t}$ on $H_1$ if

$$\langle b, e^{A_0^*t}Z \rangle_{H_2' \times H_2}$$

can be extended to be a continuous mapping from $H_1$ to $L^2(0, T)$ for some $T > 0$.

**Proposition 2** $b$ is admissible for the semigroup $e^{A_0t}$ on $H_1$.

**Proof** For any $Z = \sum_{n \in \mathbb{Z}} a_n\tilde{\Phi}_n \in H_2$,

$$\langle b, e^{A_0^*t}Z \rangle_{H_2' \times H_2} = \sum_{n \in \mathbb{Z}} a_ne^{-\mu_nt}[-\mu_ng''_n(0) + \alpha\mu_ng'_n(0)].$$

Since all $\mu_n$ are separated by a positive distance, it follows from a classical result due to Ingham [12] that for any $T > 0$ there exists a constant $D_T > 0$ such that

$$\int_0^T |\langle b, e^{A_0^*t}Z \rangle_{H_2' \times H_2}|^2 dt \leq D_T \sum_{n \in \mathbb{Z}} |a_n[-\mu_ng''_n(0) + \alpha\mu_ng'_n(0)]|^2.$$
However, it follows from (26) and (29) that

$$| - \mu_n g_n''(0) + \alpha \mu_n g_n'(0)| = 2|\mu_n|[1 + O(n^{-1})].$$

(39)

Hence

$$\int_0^T |\langle b, e^{At}Z \rangle_{H_1^* \times H_2}|^2 dt \leq \tilde{C}_T \sum_{n \in \mathbb{Z}} |a_n \mu_n|^2 \leq C_T \|Z\|_{H_1}^2$$

for some $\tilde{C}_T$, $C_T > 0$, proving the result. \(\square\)

By Proposition 2, system (36) admits a unique solution in $H_1$ for each $Z(0) = Z_0 \in H_1$, which can be expressed as

$$Z(t) = e^{A_0 t}Z_0 + B(t)v$$

(40)

where (see [11]) $B(t)$ is a strongly continuous family of bounded operators $B(t) : L^2(0, T) \to H_1$ extended by

$$\langle B(t)v, Z \rangle_{H_1^* \times H_1} = \int_0^T \langle b, e^{A_0 (t-s)}Z \rangle_{H_1^* \times H_2} v(s) ds, \quad \forall Z \in H_2.$$  

(41)

**Theorem 4** There exists a $T_0 > 0$ such that for any $T > T_0$, system (36) is exactly controllable on $[0, T]$ in $H_1$.

**Proof** By duality principle (see [13]), $(A_0, b)$ is exact controllable $[0, T]$ if and only if $(A_0^*, b^*) = (-A_0, b^*)$ is exact observable on $[0, T]$, where $b^*$ is the adjoint operator of $b$ which is considered to be an operator from input space $\mathbb{C}$ to $H_2^*$. Precisely, there exists a constant $T_0 > 0$ such that for each $T > T_0$, there exists a constant $C_T > 0$ such that

$$\int_0^T |b^* e^{A_0 t}Z|^2 dt \geq C_T \|Z\|_{H_1}^2 \quad \text{for any } z \in H_1.$$  

(42)

Since $b$ is admissible, by duality, $b^*$ is an admissible observation element ([11]), that is $b^* e^{A_0 t}Z$ is well-defined for any $T > 0$ in the sense that $Z \to b^* e^{A_0 t}Z$ is a continuous mapping from $H_1$ to $L^2(0, T)$. 


Suppose $Z = \sum_{n \in \mathbb{Z}} a_n \Phi_n \in H_1$. Then

$$b^* e^{A_0 t} Z = \sum_{n \in \mathbb{Z}} a_n e^{-\mu_n t} \left[ -\mu_n s_n''(0) + \alpha \mu_n s_n'(0) \right].$$

(43)

Again by (39) and Ingham Theorem, there exists an $T_0 > 0$ such that for any $T > T_0$, there are constants $\tilde{C}_T$, $C(T)$, $C_T > 0$ such that

$$\int_0^T |b^* e^{A_0 t} Z|^2 dt \geq \tilde{C}_T \sum_{n \in \mathbb{Z}} |a_n [ -\mu_n s_n''(0) + \alpha \mu_n s_n'(0)]|^2 \geq C(T) \sum_{n \in \mathbb{Z}} |a_n \mu_n|^2 \geq C_T \|Z\|^2_{H_1}.$$

The proof is complete.

Theorem 4 may imply the exponential stability of the closed-loop of the following collocated output feedback system in $H_1$:

$$\begin{cases}
\frac{d}{dt} Z(t) = A_0 Z(t) + b v(t), & b = (0, 0, 1, 0, 0) \in H, \\
O(t) = b^* Z(t), \\
v(t) = k O(t).
\end{cases}$$

(44)

For general theory, we refer to [20]. Actually, for any $k > 0$, let $\beta = k \alpha$. If $Z_0 = (y_0, y_1, I_m y'_1(0), M y_1(1), J y'_1(1)) \in D(A_0)$, then $Y_0 = (y_0, y_1, I_m y'_1(0) - k y''_0(0), M y_1(1), J y'_1(1)) \in D(A)$. Let $Y(t) = (y(\cdot, t), y_1(\cdot, t), I_m y_1(0, t), M y_1(1, t), J y_1(1, t))$ be the solution to (6) with $Y(0) = Y_0$. Then $Z(t) = (y(\cdot, t), y_1(\cdot, t), I_m y_1(0, t), M y_1(1, t), J y_1(1, t))$ satisfies (44) with $Z(0) = Z_0$ in the strong sense of $H$ norm. Since $e^{A t}$ is exponentially stable on $H$ and $Y_0 \in D(A)$, we have

$$\|A e^{A t} Y_0\|_H = \|e^{A t} A Y_0\|_H \leq \|e^{A t}\| \|A Y_0\|_H \leq M e^{-\omega t} \|A Y_0\|_H$$

for some $M$, $\omega > 0$. However,
\[ \|Z(t)\|_{H_1}^2 = \int_0^1 [y_{xxxx}^2(x,t) + y_{xx}^2(x,t)]dx + \alpha |y_{xt}(0,t)|^2 + L_m^{-1} |y_{xx}(0,t)\] 
\[ - \alpha y_x(0,t)^2 + M^{-1} |y_{xxx}(1,t)|^2 + J^{-1} |y_{xx}(1,t)|^2.\]

Hence there are constants \(C_1, C_2 > 0\) such that
\[ C_1 \|Ae^{At}Y_0\|_H \leq \|Z(t)\|_{H_1} \leq C_2 \|Ae^{At}Y_0\|_H. \]

Therefore,
\[ \|Z(t)\|_{H_1} \leq C_2/C_1 Me^{-\omega t} \|Z_0\|_{H_1}. \tag{45} \]

That is, the closed-loop of the system (44) is exponentially stable in \(H_1\).

Finally, we relate the system (34) to an optimal control problem. For any \(T > 0\), let
\[ E(T) = \frac{1}{2} \int_0^1 [y_{xx}^2(x,t) + y_t^2(x,t)]dx + \frac{\alpha}{2} y_x^2(0,t) \]
\[ + \frac{L_m}{2} y_{xx}^2(0,t) + \frac{M}{2} y_t^2(1,t) + \frac{J}{2} y_{xx}^2(1,t) \tag{46} \]
be the total energy of the system (34). Set
\[ J(v) = E(T) + \frac{\beta}{2} \int_0^T y_{xt}^2(0,t)dt + \frac{1}{2\beta} v^2(t)dt. \tag{47} \]

Since \(E(T) = E(0) + \int_0^T y_{xt}(0,t)v(t)dt\), a straightforward calculation shows that (see also [21])
\[ J(v) = E(0) + \frac{1}{2} \int_0^T \beta^{-1} [v(t) + \beta y_{xt}(0,t)]^2 dt \geq E(0) \]
\[ J(v^*) = E(0), \quad v^*(t) = -\beta y_{xt}(0, t), \tag{48} \]

That is \(v^*(t) = -\beta y_{xt}(0, t)\) is the optimal feedback control of system (34) under cost functional (47). But asymptotic expression (17) shows that system (34) is never exponentially stable under this optimal feedback control. Our result of present article shows that in order to
uniformly stabilize system (34), we need a “high derivative” feedback control
\[ v(t) = -\beta y_{x,x}(0, t) + ky_{x,x,x}(0, t). \]
The related optimal control problem needs further investigations.

6 NUMERICAL SIMULATION

Due to the spectrum-determined growth condition claimed by Theorem 2, the growth order \( \omega(A) \) of the system (6), that is,
\[ \omega(A) = \inf \{ \omega | E(t) \leq Me^{\omega t} E(0), \text{ for some } M \geq 1 \} \tag{49} \]
where \( E(t) \) is defined by (46), is identical to the supremum of real parts of those \( \lambda \) satisfying (14) with some nonzero \( \phi \), which is a finite dimensional problem. It is seen from (17) that if \( k = 0 \), then \( \omega(A) = 0 \). When \( k > 0 \), Theorem 3 tells us that \( \omega(A) < 0 \) provided that \( \beta \geq k\alpha \). For given system parameters \( M, J, I_m, \alpha \), denote specifically by \( \omega_{\beta,k}(A) \) the growth order \( \omega(A) \) with feedback gains \( \beta \) and \( k \). One of optimization problems is to find optimal \( (\beta^*, k^*) \) such that \( \omega_{\beta,k}(A) \leq \omega_{\beta,k}(A) \) for any \( \beta > 0, k > 0 \). In this section, we shall use spectral method to calculate \( \omega_{\beta,k}(A) \) [22]. Starting from eigenvalue problem (14) and setting
\[ f(x) = \phi \left( \frac{x + 1}{2} \right) \tag{50} \]
we obtain
\[
\begin{align*}
 f'''(x) + \lambda^2 f(x) &= 0, & -1 < x < 1, \\
 f(-1) &= (I_m\lambda^2 + \beta\lambda + \alpha) f'(-1) - 2(k\lambda + 1)f''(-1) = 0, \\
 8f'''(1) - M\lambda^2 f(1) &= 0, \\
 2f''(1) + J\lambda^2 f'(1) &= 0.
\end{align*}
\tag{51}
\]
Let \( P_n(x) \) be the Legendre polynomial of degree \( n \), satisfying
\[
\begin{align*}
 \frac{d}{dx} \left[ (1 - x^2) \frac{d}{dx} P_n(x) \right] + n(n + 1) P_n(x) &= 0, \\
 P_n(1) &= 1.
\end{align*}
\tag{52}
\]
We approximate \( f(x) \) by \( f_N(x) \)

\[
 f_N(x) = \sum_{n=0}^{N} a_n P_n(x).
\]

(53)

We refer the procedure to [22] for details. Here we take \( N = 100 \). Using this method, the total of 101 eigenvalues on the up half complex plane are easily calculated by MATLAB in PC. As it was indicated in [22] that in computing eigenvalues of boundary value problems with any discretization method, only those numerical values of small magnitude have significant accuracy, we only conclude the first 50 eigenvalues on the up half complex plane although, for our problem, there is no big change even for large magnitude eigenvalues.

Here we take \( I_m = M = J = \alpha = 1 \). Figure 1 shows the functional relation of \( \omega_{\beta,1}(A) \) with respect to \( \beta \) for \( \beta = 0 \) to \( \beta = 6 \). Figure 2 demonstrates the same relation of \( \omega_{1,k} \) with respect to \( k \). Both cases suggest us that the optimal \( (\beta^*, 1) \) and \( (1, k^*) \) do exist. An interesting fact is that our assumption \( \beta \geq k\alpha \) may be necessary since from these two pictures that \( \omega(A) \) can be positive outside region \( \beta \geq k\alpha \).

FIGURE 1 Functional relation between \( \omega_{\beta,1}(A) \) and \( \beta(I_m = J = M = \alpha = 1) \).
7 CONCLUDING REMARKS

In this article, we consider the tracking control problem of a flexible beam with a tip rigid body. A “high derivative” linear feedback control is designed regardless of dissipativity of the system. By use of an abstract result on basis generation of discrete operators in Hilbert spaces, we show that the closed-loop system is a Riesz spectral system [19]: there is a sequence of the generalized eigenfunctions of the system, which forms a Riesz basis for the state Hilbert space. In the process of verification of the basis property, an asymptotic expression of eigenpairs is easily obtained. As a consequence, the exponential stability, the controllability of the system are concluded. Comparing with [16], our dynamic equation is more complicated: it considers not only the mass and moment of inertia of the tip rigid body, but also the counterparts of driven motor. This presents the states of system 5 components. Moreover, unlike the system in [16], because of lacking dissipativity, some well-known methods such as multiplier method can not be used to obtain the exponential stability (even if well-posedness) of the system studied in present article.
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