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These are exciting times for the discovery and development of anticancer drugs. Through unprecedented advances in molecular biology and genetics, a myriad of drug targets have been identified in cancer cells. Likewise, advances in combinatorial chemistry, high through-put screening, computational and chemical synthesis have provided hundreds of agents in the clinic and many more in preclinical testing, that attack and inhibit these numerous targets, in an effort to improve the outcomes of patients with malignant neoplasms. While there have been exciting successes with imatinib mesylate and bevacizumab, there have been multiple failures. The current challenge for physicians and scientists involved in research and therapy of cancer is to devise robust methods for identifying and credentialing valid cancer targets, followed by hypothesis-driven rational development strategies that aim at selecting patients who are most likely to respond to particular therapies and to reduce toxicity of therapy. This book brings together basic and clinical scientists who discuss approaches to address the challenges outlined above. The first part provides a survey of validated and emerging novel molecular targets for drug development, and addresses methods of identifying and testing agents pre-clinically. The second part focuses on the challenges facing clinicians in performing rational, hypothesis-driven clinical trials and provides suggestions to overcoming a number of scientific and practical problems. This book should be useful to scientists and clinicians involved in drug development and novel therapeutics in academia, government, and industry. The editors wish to thank all contributors for their patience during the long and arduous journey that brought this project to fruition.
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I. INTRODUCTION

Advances in cancer biology over the last decade and a half have uncovered numerous genetic and epigenetic alterations that induce and/or promote oncogenesis and cancer progression by activating oncogenes and/or inactivating tumor suppressor genes [1-4]. The completion human genome sequence project [5], and the enormous progress made on the human cancer genome anatomy project [6], have laid solid foundations for the application of tools from the burgeoning fields of genomics (i.e., DNA microarrays, siRNA), proteomics, and bioinformatics for the rapid identification and validation of novel cancer molecular targets [7]. It is now possible to go from gene to target in a short span of time, as shown recently by the use of bioinformatics tools in mining the expressed sequence tags (ESTs) in the human cancer genome anatomy database to identify and validate a novel potential solid
tumor therapeutic target, the SIM2-s gene [8]. These targets are providing unprecedented opportunities for developing new cancer therapies that have less-severe side effects than current cytotoxic drugs [9]. Concurrently, innovative drug discovery technologies comprising computer-, crystallography-, and NMR-aided drug design [10–12], as well as combinatorial chemistry and high throughput screening [13, 14] have combined to create fertile grounds for exploiting the targets for novel anticancer drug discovery. At the clinical development level, new trial design approaches will foster the rapid translation of the new agents into effective molecularly targeted cancer therapeutics.

Already, the paradigm of molecularly targeted cancer therapeutics has taken hold in the new millennium, starting with the introduction of Herceptin (trastuzumab) for the treatment of metastatic breast cancer patients whose tumors overexpress the receptor tyrosine kinase oncoprotein HER-2/neu (erbB-2) [15]. Validation of the more widely applicable small molecule drug approach for molecularly targeted cancer therapy was provided by the introduction of Gleevec in 2001. Gleevec (STI571, imatinib) is targeted at the Bcr-Abl tyrosine kinase for the treatment of chronic myelogenous leukemia (CML) [16]. Another small molecule novel cancer drug targeting a receptor tyrosine kinase is Iressa (ZD1389, gefitinib), which was introduced in the United States last year (May, 2003) for treating refractory lung cancer [17]. Iressa inhibits the kinase activity the epidermal growth factor receptor (EGFR), a member of the erbB tyrosine kinase family to which HER-2 also belongs. These successes have served to establish protein tyrosine kinases as a novel class of "druggable" targets for cancer as well as other diseases. In addition to kinases, many other potential cancer therapeutic targets in deregulated or dysregulated molecular pathways of cancer cells have been identified for cancer drug development; and many more will be discovered.

This chapter provides a general survey of validated and emerging novel molecular targets for cancer drug discovery and development, with a focus on those explored for the discovery of molecularly targeted cancer therapeutics. Due to the extensive breadth of coverage and space limitations, details relating to individual molecular targets are limited mainly to those most relevant to drug discovery. Also, it should be noted that not every potential novel target has been considered, but most functional categories are represented.

After an introductory overview of growth factor mitogenic signaling, novel molecular targets are discussed in functional context in the following classes: (1) protein kinases and phosphatases; (2) adaptor proteins; (3) GTP-binding proteins; (4) oncogenic transcription factors; (5) apoptosis, cell survival, and lifespan targets; (6) angiogenesis and metastasis factors; (7) protein degradation and chaperoning targets; and (8) chromatin remodeling factors. Strategies that have been used to develop novel cancer therapies against the novel targets include small molecule and peptide drug development [18, 19], antibody therapeutics [20], antisense therapeutics [21], and gene therapy [23, 23]. It is hoped that the comprehensive and global treatment of novel anticancer cancer targets included in this chapter will further stimulate interest in their exploitation for more effective cancer therapies devoid of the severe toxicities associated with most current cancer drugs.
The targeting of oncogenic protein tyrosine kinase signal transduction pathways in cancer cells ushered in the molecularly targeted approach to therapeutics [24, 25]. These enzymes are involved in the initiation and relaying of growth and proliferation signals. A general illustration of the relaying of growth factor induced mitogenic signals is given in Figure 1.1. The signaling cascade is initiated by the growth factors binding to their cognate receptor tyrosine kinases (RTKs) at the extracellular domain. This binding causes receptor dimerization, which induces phosphorylation of the receptors in the intracellular domain. This leads to the recruitment of downstream members particularly adaptor proteins like Grb2, which bind through SH2 domains at phosphorylated sites on the RTK. Grb2 is in turn activated and binds to the guanine nucleotide exchange factor, the sos (son of sevenless), causing its translocation to the cell membrane where it rendezvous with the GTP-binding protein Ras. This causes Ras to undergo a critical molecular switch that releases a bound GDP from Ras replaced by GTP instead, which results in the activation of Ras. Ras is a signaling hub that has several other upstream regulators, and downstream effectors [26–29]. In the most studied Ras, signaling cascade, activated Ras binds to raf-1 kinase, which it activates to start a mitogen-activated protein (MAP) serine/threonine kinase cascade. Activated raf-1 phosphorylates the kinase MEK, which in turn phosphorylates the last member in the cascade, extracellular regulated kinase (ERK). Phosphorylated ERK then translocates to the cell nucleus to propagate the mitogenic signal by phosphorylating transcription factors that cause the expression of cell division cycle genes [30–32].

**FIGURE 1.1** A simplified outline mitogenic growth factor signaling pathway prior to cell division. Points of potential attack by therapeutic agents are indicated.
The overexpression and/or activating mutations of growth factors and their receptors, as well as other tyrosine kinases and factors in mitogenic signal transduction pathways, have been implicated in many of the major human cancers including breast, ovarian, and non-small cell lung and brain cancers [30, 33], and are pursued intensely as novel molecularly targeted cancer therapy [9, 34-43]. These and other emerging novel cancer molecular targets are discussed in the following sections.

III. PROTEIN KINASES AND PHOSPHATASES

Protein and/or lipid kinases (enzymes that transfer the γ-phosphate group from ATP to OH groups of amino acids in proteins or lipid molecules like phosphatidyl inositols) modulate the cellular functions of numerous other proteins and play critical roles in signal transduction pathways of cell growth, proliferation, differentiation, and survival. Phosphatases are proteins that catalyze the removal of phosphate groups from these phosphorylated species and are important in these signaling pathways as well. It is estimated that of the approximately 32,000 human genes identified in the human genome sequence about 20% code for signal transduction-related proteins, including over 520 known protein kinases and 130 protein phosphatases [44]. They are, as a group, some of the most prone cellular constituents to oncogenic change [44]. In fact, their aberrant expression and/or activation, which results in perturbation of signaling [44], have been observed in various human cancers and other proliferative diseases [37, 45]. Protein kinases are generally divided into two classes: tyrosine kinases and serine/threonine kinases. Tyrosine kinases have been identified as front-end or upstream players in mitogenic signal transduction pathways encompassing both receptor and cytosolic (non-receptor) tyrosine types. Serine/threonine kinases, on the other hand, are more downstream in proliferative signaling and involved in the likes of the MAP kinase signaling cascades as well as cell cycle progression and cell survival pathways.

A. Tyrosine Kinases

The major receptor and cytosolic (non-receptor) tyrosine kinases that have been identified as novel cancer targets will be discussed here as well as strategies taken to develop cancer therapeutics targeting them [37, 46].

I. The HER/ErbB Receptor Tyrosine Kinase Family

The HER/ErbB receptor tyrosine kinase family comprises the EGFR (erbB1, HER-1), HER-2/neu (erbB2), HER-3 (erbB3), and HER-4 (erbB4) receptor tyrosine kinases [32, 47-50]. These RTKs form homo- or heterodimers upon binding with their specific growth factors (ligands), with the exception of HER-2 for which no specific ligand has been identified. Consequently, HER-2 depends on heterodimerization with the other family members to be activated under normal conditions [50]. The erbB receptors and their role in cancer progression have been reviewed recently [51]. EGFR and HER-2 have
emerged as probably the most viable novel cancer molecular targets in this family. However, there is much cooperativity among members, even though they have their distinctive substrates and activating triggers. For example, EGFR is activated by either overexpression or mutation whereas HER-2 appears to be activated only by overexpression resulting from gene amplification. ErbB receptor overexpression or activating mutation is frequently encountered in breast, ovarian, and non-small cell lung cancers [30, 33, 46, 48]. It has recently been demonstrated that ErbB3/HER-3 is an essential partner in transformation by HER-2, coupling its effects to the phosphatidylinositol 3-kinase/protein kinase B pathway in breast cancer cells [51]. Therefore HER-2 signaling through a mitogen-activated protein kinase (MAPK) arm alone is not sufficient for transformation. Interestingly, HER3 is said to have a nonfunctional kinase domain.

Antibody anticancer therapeutics based on EGFR or HER-2 have been developed [34, 52, 53]. Cetuximab (erbitux, IMC-C225) is a monoclonal antibody targeted to EGFR that is in advanced clinical trials for cancer therapy [52]. In the case of HER-2, monoclonal antibody drug, trastuzumab (Herceptin, Genentech, South San Francisco, CA) is already in the clinic for treating metastatic breast cancers that overexpress HER-2 [54]. Small molecule anticancer drug discovery approaches based on EGFR and/or c-erbB-2 tyrosine are being pursued extensively. Success has been forthcoming with agents that inhibit their kinase activity in competition against ATP in the catalytic site [34, 36, 38, 42, 55]. The availability of the X-ray crystal structures of the catalytic domains of several RTKs alone or in complex with substrates or inhibitors [56], which includes the recent structures of EGFR [57], is facilitating selective kinase inhibitor design. The most successful compounds are the anilinoquinazolines and analogs. A major attractive feature about these agents is that not only are they not as toxic as current cytotoxic chemotherapy drugs, but they can be administered orally. In this regard, the quinazoline ZD1839 (Iressa, gefitinib) has been approved in the United States for the treatment of refractory lung cancer [34]. Other EGFR-targeted small molecules in clinical development include OSI-774 (erlotinib/Tarceva), PD-153053, PD-168393, and CI-1033 [58, 59]. No small molecule drugs against HER-2 have been approved yet, but there are some in the cancer drug development pipelines. Interestingly, HER-2 has been shown to be a client of the heat shock protein Hsp90, which is important for the function of several oncogenic kinases including bcr-able and src kinases. Actively pursued inhibitors of Hsp90, like the geldanamycin analogs, would be indirect inhibitors of HER-2 function as well [60, 61]. Antisense therapy against these RTKs is being explored [62, 63].

2. Other Receptor Tyrosine Kinase Cancer Molecular Targets

In addition to the HER or erbB family of oncogenic RTKs, several other RTKs constitute potential novel molecular targets for cancer drug discovery such as the platelet-derived growth factor receptor (PDGFR). Its signaling is known to control cell proliferation and tumor angiogenesis and to maintain cell survival [64]. Gliomas are particularly noted for deregulated PDGFR signaling [33]. Small molecule selective inhibitors of PDGFR have been
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identified, which include 2-phenylaminopyrimidines such as STI571 (Gleevec or imatinib) [40]. This is also currently used to treat CML. It has been reported recently that mutations involving the fusion of the Fip1-like 1 (FIP1L1) gene to the PDGFR-alpha (PDGFRalpha) gene produces a constitutively activated tyrosine kinase, FIP1L1-PDGFRalpha, that is the molecular target of imatinib in hypereosinophilic syndrome [65]. 3-Arylsubstituted quinoxalines and quinolines are also among PDGFR kinase inhibitors [40]. Leflunomide (SU101) is an effective inhibitor of PDGFβ-promoted glioma tumor growth in vivo [66]. Interestingly the small molecule agent SCH 13929 interacts with, and competitively inhibits the binding of PDGF to its receptors, thus inhibiting its functions both in vitro and in vivo [67].

The vascular endothelial growth factor receptors, VEGFR-1 (flt-1), VEGFR-2, and VEGFR-3, as well as basic fibroblast growth factor receptor (bFGFR) are RTKs implicated in tumor angiogenesis through induction of the proliferation of endothelial cells [68–71]. Small molecular and antibody approaches have identified effective inhibitors of these targets that are being developed for clinical use. The compounds include SU5416, a VEGFR-2 (flk-1)-selective kinase inhibitor in advanced clinical development [72]. PTK787 is a new potent kinase inhibitor of both VEGFR-1 and VEGFR-2 receptors, with IC50 values of 0.077 and 0.037 μM, respectively [73]. Interestingly in the case of the VEGF/VEGFR system targeting the growth factors themselves with antibodies have also been productive to the extent that bevacizumab (Avastin), a humanized antibody targeted to circulating VEGF, has been useful as an antiangiogenic agent for the treatment of metastatic colorectal cancer [74]. PD145709 and SU5402 are selective bFGFR receptor kinase inhibitors [75, 76]. In addition to its angiogenesis promotion function, bFGFR has been implicated in the induction of the MDM2 protein through a p53-independent mechanism resulting in cell survival and drug resistance [77].

Another potential novel cancer molecular target in the RTK genre is c-kit, which has been shown to be mutated and constitutively active in certain human gastrointestinal stromal cancers [78]. c-Kit has also been shown to be overexpressed in about 75% of small cell lung cancers (SCLC), and is being pursued for drug development in this regard [79]. Interestingly, STI571 (imitinib) again inhibits its kinase activity and is being tested.

The c-Met receptor tyrosine kinase and its ligand, hepatocyte growth factor (HGF), constitute another receptor tyrosine kinase system implicated in the development and progression of several human cancers that might be a target for cancer therapy. Recently, a small molecule selective ATP-competitive inhibitor of c-Met kinase activity, PHA-665752, inhibited HGF-stimulated and constitutive c-Met phosphorylation, as well as HGF and c-Met-driven cell proliferation, survival, and invasion [80]. This compound was also shown to suppress gastric tumor growth in a xenograft model.

The IGF-I receptor tyrosine kinase (IGF-IR) is also an important player in oncogenesis. In addition to its own transforming effects, it is also required for transformation by other oncogenes, including src, Ras, PDGFR, and EGFR in some cell systems [81]. It has been shown to enhance invasion and induce resistance to apoptosis in colon cancer cells through the Akt/Bcl-xL pathway [82]. High levels of circulating IGF-I, a ligand of IGF-IR have been
associated with increased risk for development of breast cancer in premenopausal women [83]. IGF-IR would appear to be a potential novel molecular target for cancer therapy, although it is less vigorously pursued than other RTKs like HER-2 and EGFR. A potential problem is that inhibitors of IGF-IR would also inhibit insulin receptor function. Several small molecule inhibitors of IGF-IR have been reported including the tyrphostins such as AG1024 and AG1034 and heterarylurea compounds. Interestingly, AG1024 was shown to overcome the resistance of human primary glioblastoma cells to anti-EGR therapy, which was thought to be mediated by IGF-IR signaling through PI3-kinase/Akt [84]. The availability of several high-resolution X-ray crystal structures of catalytic domain of IGF-IR in activated forms and in complex with substrates [85, 86] should facilitate structure-based discovery of selective small molecule inhibitors.

Another potential cancer molecular target is FLT3, receptor tyrosine kinase involved in hematopoiesis. It is the most frequently mutated gene in acute myelogenous leukemia (AML) and is associated with poor prognosis; it may be a therapeutic target for patients with this disease as well [87]. It has been identified as an oncogene and a therapeutic target for a mixed lineage leukemia — rearranged acute lymphoblastic leukemia (MLL). The Flt3 inhibitor PKC412 has been shown to inhibit the proliferation of Ba/F3 cells dependent upon its activation [88]. The therapeutic efficacy of CT53518, a piperazinyl quinazoline inhibitor of FLT3, has been demonstrated in both in a nude mouse model and in a murine bone marrow transplant model of FLT3-ITD-induced disease [89].

The RTKs EPH-A2/ECK and EPH-B3 are overexpressed in over 90% of melanoma cell lines and might constitute drug development targets for melanoma [90]. Ret is a RTK that is required for development of the kidneys and enteric system and for neuronal differentiation and survival. In response to ligand, Ret is activated by heterodimer formation with one of four structurally related glycosylphosphatidylinositol (GPI)-linked cell-surface receptors, GFR-α1-4 [44]. Somatic rearrangements that result in fusions between the N terminus of various proteins and the TK domain of Ret can lead to constitutive dimerization of the fusion proteins, and result in papillary thyroid carcinomas (PTCs). Activating mutations in Ret cause multiple endocrine neoplasia 2A (MEN2A), MEN2B, and familial medullary thyroid carcinoma. Targeting Ret activity in these neoplasias might constitute a viable therapeutic approach, which has yet to be explored.

3. Non-Receptor/Cytosolic Tyrosine Kinases

In addition to the receptor tyrosine kinases, non-receptor or cytosolic tyrosine kinases are also involved in mitogenic signaling transduction. The src gene product pp60src is an important oncogenic non-receptor protein tyrosine kinase, which is important for signaling from many RTKs and has been associated with several cancer types [91], such as colon [33] and pancreatic [92]. In addition to other kinase activation mechanisms available to src, including dephosphorylation by several protein tyrosine phosphatases, RTKs can also activate src by providing phosphorylated tyrosine SH2 domain docking sites [44]. This makes src an important downstream
signaling target utilized by several oncogenic RTKs to augment their transformation capacity. Another major known oncogenic member of the src family is the lck gene product p56\textsuperscript{lk} [93], which is deregulated in T-cell lymphomas and as such is a potential therapeutic target for these malignancies [94]. Lck transduces signals important for the development of alphabeta and gammadelta T cells [95].

The bcr-abl gene product p210\textsuperscript{bcr-abl} is deregulated in most chronic myelogenous leukemias [33]. 2-Substituted aminopyrido[2,3-d]pyrimidinones [96] have been found to have selective inhibitory activity against pp60\textsuperscript{src}. Other small molecule pp60\textsuperscript{src}-specific inhibitors include 5,10-dihydropyrimidinono[4,5-b] quinolin-4\textsuperscript{1H}-ones and 3-[N-phenyl]carboxamide-2-iminochromene derivatives [40]. The 3-[N-phenyl]carboxamide-2-iminochromene derivatives also inhibit the kinase activity p56\textsuperscript{lk}. X-ray crystal structure-based design of novel small molecule inhibitors has also been undertaken [97]. The 2-phenylaminopyrimidine derivative, CGP 57148 [STI571, Gleevec], is a potent inhibitor of the bcr-abl gene product p210\textsuperscript{bcr-abl} tyrosine kinase \textit{in vitro} and \textit{in vivo} [98] and has recently been approved for the treatment of CML [16]. This drug, as mentioned in the previous section, also inhibits c-kit tyrosine kinase [78, 99], as well as PDGFR kinase [40]. Key small molecule inhibitors have also been identified for p56\textsuperscript{lk}, including dihydroxystyrene salicylic acid, a dihydroxyisoquinoline derivative and a pyrazolo[3,4-d]pyrimidine derivative [40].

B. Serine/Threonine Kinases

1. Cytoplasmic Serine/Threonine Kinases

Several cytoplasmic oncogenic serine/threonine kinases have also been identified, such as some members of the protein kinase C (PKC) family, protein kinase A (PKA), protein kinase B (PKB; Akt), and the MAP kinases. They are also being investigated as novel targets for cancer therapy.

2. PKC, PKA, and PKB

Efforts are underway to develop specific inhibitors targeting the serine/threonine kinases designated PKC, PKA, and PKB, commonly referred to as Akt as novel anticancer drugs. PKC isozymes, some of which are calcium-dependent [100], participate in cell growth regulation and tumor promotion, and are the prime molecular targets of tumor promoting phorbol esters [101–103]. Most are activated by the endogenous molecule, diacylglycerol [104]. There is cross-talk between PKC and the Ras-Raf-MEK-ERK signaling pathway [28]. PKC overexpression has been observed in estrogen receptor negative breast cancer, thyroid cancer, gliomas, and melanoma [105]. PKC overexpression has also been implicated in tumor angiogenesis [105]. These observations have focused attention on this family for novel anticancer drug development [105–111]. The PKC\textalpha isoform has been shown to be overexpressed in multidrug resistant cancers [105, 107, 112, 113]. The antiproliferative effect of PKC inhibitors has been shown to be cell context dependent [107]. Several nonspecific PKC inhibitors have been discovered and these include 7-hydroxystaurosporin (UCN-01), a Chk1 inhibitor [114], and safingol
CGP 53506 is said to be selective against PKCα and it has been shown to inhibit tumor growth [116]. The X-ray crystal structure of PKCδ in complex with a phorbol ester is used in structure-based design for the discovery of novel PKC modulators [117–119]. The attractive feature about PKC inhibitors is their ability to induce apoptosis independent of p53 functional status. However, enthusiasm dampened when it was discovered that most of the inhibitors inhibited other cellular proteins. A case in point was the finding that UCN-01 was a potent inhibitor of Chkl kinase [114]. The lack of specificity of current PKC modulators makes it questionable whether their effects are really due to modulation of PKC, as many also inhibit other serine/threonine kinases, especially cyclin-dependent kinases. Altered protein kinase C-α (PKC-α) expression has been implicated in tumor promotion and carcinogenesis. Antisense approaches to the inhibition of PKCα have advanced into clinical trials [120], particularly the ISIS agent LY900003 (ISIS 3521, afinitak). This agent has shown good clinical activity especially in combination with chemotherapy [120]. Protein kinase Cζ has been shown to regulate p70 S6 kinase in conjunction with phosphoinositide 3-kinase [121].

Cyclic AMP-dependent protein kinase (PKA), has also been the target of novel anticancer drug discovery. In this regard, a cyclic AMP analog, 8-chloro-cyclic AMP targeted at PKA has been shown to inhibit tumor growth [122]. Antisense oligonucleotides have also been designed against this target and are being evaluated in preclinical models [123].

PKB isoforms, also known as Akts, have been shown to be key participants in cell survival pathways via the PI-3 kinase signaling pathways [124, 125] in several cancers such as breast, prostate, colon, and brain [44]. Akts bind to membrane phosphatidylinositide 3-phosphates, and are subsequently activated through phosphorylation by phosphatidylinositol-dependent kinases [126–128]. Akt phosphorylates GSK-3β, the anti-apoptotic protein BAD, the forkhead transcription factors, and other targets [129, 130]. Akt also signals through transcription factors such as NF-κB to promote cell survival [131]. It has been shown that Akt also has metastatic promoting capacity [132].

It is worth noting that PI-3 kinase is different from the other kinases discussed in this chapter, in that it phosphorylates membrane phosphoinositide lipids at the 3-position of hydroxyl group. PI-3 kinase is negatively regulated by the tumor-suppressor gene PTEN (phosphatase and tensin homolog detected in chromosome 10) [133, 134]. PI-3 kinase activation promotes cell cycle entry by inducing cyclin D synthesis, and also controls cell growth (increase in mass) by regulating the activities of the mammalian target of rapamycin (mTOR) and p70 S6K [135]. mTOR as a downstream effector PI-3K/Akt signaling pathway that mediates cell survival and proliferation, is an attractive target for anticancer drug development [136–138]. The flavonoid derivative, LY294002 is an ATP-binding site competitive, reversible potent inhibitor of the PI-3K [139]. By targeting mTOR, the immunosuppressant and antiproliferative agent rapamycin and its analogs CCI-779, RAD 001, and AP23573 inhibit signals required for cell cycle progression, cell growth, and proliferation, and are now pursued as clinical agents [136].
3. MAP Kinases

The classical MAP kinase cascade downstream from Ras [1, 140–143] harbors two important protooncogenic proteins that are explored as potential novel anticancer drug targets: Raf-1 and MEK [144–146]. Activated Ras binds and activates MEK, which in turn phosphorylates and activates the MAP kinase ERK. This causes ERK to translocate into the cell nucleus to induce the transcription of genes required for cell division. In addition to mitogenic signaling, Raf-1 also participates in anti-apoptotic signaling through both MEK-dependent and -independent mechanisms. MEK-dependent Raf anti-apoptotic effects involve ERK activation, which promotes Rsk1 phosphorylation and inactivation of the pro-apoptotic protein BAD [147] and/or activation of the cell survival transcription factor CREB [148]. MEK-independent cell survival signaling by raf is thought to involve its targeting to mitochondria and possible interaction with the Bcl-2 family of proteins [149–151].

In addition to kinase-dependent cell survival effects, raf-1 also promotes cell survival in a kinase-independent mechanism by antagonizing the apoptosis signal-regulating kinase 1 (ASK-1) protein through protein-protein interaction [152]. Antisense oligonucleotides against raf-1 mRNA have been developed and are tested in the clinic as molecular cancer therapeutics [21, 153]. Small molecule approaches to Raf-1 kinase inhibition are also being pursued. Thus, BAY-43–9006 is in clinical trials [146]. Selective small molecule inhibitors of MEK have also been discovered: PD 98059, which inhibits cell growth and reversed Ras transformation [154], and CI-1040, which suppresses colon tumor growth in vivo [146].

4. Oncogenic Cell Cycle Serine/Threonine Kinases

When activated MAP kinases translocate to the cell nucleus they initiate transcription programs that induce the expression of genes to begin the cell division cycle process. Serine/threonine kinases, termed cyclin-dependent kinases (CDKs), function in complexes with their activating cyclins (regulatory units) to drive progression through the different phases of the cell division cycle [155–157]. CDKs are kept under control by nuclear proteins termed cyclin-dependent kinase inhibitors (CKIs) and exemplified by p21, p27, p57, and p16 [158–162]. G1 cyclins and their CDK complexes phosphorylate the retinoblastoma (Rb) tumor-suppressor protein and related proteins, as well as the E2F transcription factor family [163–165]. CDKs have emerged as potential targets for novel anticancer drug discovery [166–170], with several small molecule ATP-site competitive CDK inhibitor drugs under development [101, 157, 171]. Important CDK inhibitors in this regard are flavopiridol, olumoucine, and its analog roscovitine. Flavopiridol is quite non-selective, inhibiting CDK1, CDK2, CDK4, CDK6, and CDK9 [169]. This CDK inhibition has been shown to result in cell cycle arrest in G1, independent of functional status of p53 or Rb [172], as well as cell cycle arrest at G2. The latter is attributed to the inhibition of the kinase activity of cyclin B-CDK1. Flavopiridol is being studied in clinical trials [105, 173]. The ability of CDK inhibitors to induce apoptosis independent of p53 status has been an attractive property of the group. This has been attributed to the ability of CDK inhibitors to perturb the function of CDK-cyclin complexes like CDK9/cyclin T, which is not
involved with the progression of the cell cycle, but participates in regulating RNA polymerase [174]. The anti-HIV activity of flavopiridol is thought to be derived from the inhibition of RNA polymerase [175], which is an emerging potential target for anti-HIV drug development.

The purine-derivative CDK inhibitors olumoucine and analog roscovitine are more selective than flavopiridol and are also under clinical study [176]. Other significant CDK inhibitors are the purvalanols [177], the paulones [178], indigoids [179], and aminothiazoles [180]. Recent evidence seems to suggest that the cell cycle can proceed in the absence of CDK2 and cyclin E [181]. This may have to be taken into consideration by drug discovery projects based on this system.

The oncogenic serine/threonine kinases polo-like kinase [182] and aurora-2 kinase [183] are also emerging as attractive potential cancer targets in the cell cycle progression machinery. These have been shown to the aberrantly expressed predominantly in non-small cell lung cancer and colorectal cancers, respectively. The potential of aurora-2 as a novel cancer target has been reviewed recently [184]. A derivative of the natural product shikonin, beta-hydroxyisovalerylshikonin, it has recently been reported to induce apoptosis in human leukemia K562 cells by inhibiting polo-like kinase 1 [185]. This agent is said to be a substrate competitive inhibitor of protein kinases [186]. No small molecule inhibitors have been reported for aurora kinase; However, this situation may soon change with the publication of X-ray crystal structures of Aurora-2 kinase [187, 188].

Chk1 is also a serine/threonine kinase that is an important mediator of cell cycle arrest in G2 following DNA damage, and has a potential role in cancer therapeutics [134]. The ability of 7-hydroxystaurosporine (UCN-01) to abrogate the G2 checkpoint is attributed to inhibition of Chk1 kinase activity [189]. High-resolution X-ray crystal structures of human Chk1 kinase domain in complex with staurosporine, UCN-01, or the related compound SB-218078 have been reported [190], and should serve as templates for structure-based design of small molecule inhibitors. Drugs that target Chk1 and Chk2 have the potential to improve the efficacy of DNA-damaging agents in cancer patients [191].

C. Protein Phosphatases

Unlike the protein kinases, aberrant protein phosphatase activity has not been shown to be extensively involved in malignancies. Nevertheless, a few oncogenic protein phosphatases have been identified such as those in the Cdc25 family that are oncogenic [192]. These dual specific phosphatases are involved primarily in cell cycle progression. There are three in the family; namely Cdc25A, Cdc25B, and Cdc25C [192]. The oncogenic members of the family of three (A, B, and C) isoforms are Cdc25A and B. Overexpression of Cdc25B has been demonstrated in 32% of human primary breast cancers [192]. Widespread overexpression of Cdc25A and Cdc25B has been documented in many human cancers, including breast, colon, gastric, head-and-neck and non-small-cell lung cancers, esophageal squamous-cell carcinoma, colorectal carcinoma, non-Hodgkin’s lymphoma, and neuroblastoma [193].
Overexpression of Cdc25A is associated with poor survival in breast cancer patients [193]. Combinatorial libraries have been synthesized and screened for Cdc25 inhibitors, which resulted in the discovery of potent inhibitors like SC-mx89, which suppress tumor growth [193, 194]. Novel arylating K vitamin analogs have also been shown to inhibit Cdc25A [195].

IV. ADAPTER PROTEINS

As illustrated in Figure 1, adaptor proteins like the Grb2 bind to tyrosine kinases and provide docking sites to recruit downstream targets for signal propagation. Inhibiting them will provide a means for simultaneously blocking mitogenic signals deriving from both receptor and non-receptor tyrosine kinases [196, 197]. Grb2 has emerged as one of the important potential cancer molecular targets in this category [198]. There are two types of domains on the Grb2 protein, which it uses to perform its adapter function: SH2 (src homology 2) and SH3 (src homology 3) [199]. The SH2 domain is used to bind to phosphorylated tyrosine. The Grb2 SH2 domain has been successfully targeted by peptides and small molecule inhibitors [196]. A cyclic tetrapeptide has recently been reported that binds the Grb2 SH2 domain with picomolar level affinity, and is able to block Grb2-Her-2 association as well as inhibit the mitogenic effects of HER-2 [200].

V. GTP-BINDING PROTEINS

Ras, a 21-kDa GTP-binding protein is the flagship member of this class of novel anticancer molecular targets. Ras is a critical signal-relaying hub in cell proliferation and differentiation and survival [201]. Three members, K-Ras, H-Ras, and N-Ras, have been identified in humans [202, 203]. Ras oncogenic mutations are found in 30% of human cancers, and are particularly prevalent in pancreatic cancer (90%), colorectal cancer (50%), lung cancer (40%), and myeloid leukemias (30%) [204]. Currently there are no agents that can disrupt either Ras-sos or Ras-raf interactions. The availability of the X-ray crystal structure of the Ras-sos complex [205] may allow attempts at structure-based design of Ras-sos interaction inhibitors. However, this will be a difficult task as the binding interface is large and is not a preferred scenario for small molecule inhibitor design. The Ras-related GTP-binding proteins Rac and Rho have also been proposed as potential drug discovery targets [206]. These proteins are key players in cytoskeletal reorganizations. Rho suppresses p21 to allow Ras to drive cells into S phase [29]. The Rho family GTPases Rac1 and Cdc42 have also been shown to regulate p70S6K [207]. Recently it has also been demonstrated that RhoB is critical for vascular development in terms of sprout morphology and colocalizes with Akt to promote cell survival in sprouting endothelial cells of newly forming vessels [208]. This has uncovered a link between RhoB and the Akt survival-signaling pathway. It appears that RhoB association with Akt allows its nuclear localization. This suggests that RhoB is a potential angiogenic cancer molecular target.
Anticancer drug discovery targeting oncogenic Ras has focused on antisense oligonucleotides [21] and small molecule inhibitors of Ras farnesyl transferase [209, 210]. Most of the successful antisense therapeutics are those that target mutant H-Ras mRNA, which have shown efficacy in preclinical models and are currently being evaluated in clinical trials with some clinical activity being reported [21, 211, 212]. Ras farnesylation is required to anchor newly translated Ras protein to the cell membrane before it can perform its signal transduction functions [213, 214]. This is accomplished by Ras farnesyl transferase (FTase). Ras farnesylation involves the transfers of a farnesyl moiety from farnesyl pyrophosphate to the cysteine in the CAAX amino acid sequence at the C terminus of Ras (where C is cystein, A is any aliphatic amino acid, and X is any amino acid) [209, 215]. Many FTase-selective inhibitors have been discovered for targeting the Ras for cancer chemotherapy [215–217]. SCH66336 and R115777 are two orally active Ras FTase inhibitors in clinical trials for several cancers [210, 218]. In view of the high frequency of Ras mutations in pancreatic cancer, Ras-directed agents might provide effective therapies for this cancer, which has been very difficult treat. Advanced clinical trials of SCH66336 and R115777 in pancreatic cancer are under way [219].

VI. ONCOGENIC TRANSCRIPTION FACTORS

Several oncogenic transcription factors have been identified including myc, ets, fos, jun, NF-kB, and myb. These play important roles in proliferation, differentiation, and/or cell survival pathways [1, 220, 221]. Myc, which was one of the first oncogenic transcription factors identified, was shown to cooperate with Cyclin D1 in promoting malignancy of B-cell lymphoma [222, 223]. Myc cooperation with the anti-apoptotic protein Bcl-2 in oncogenic transformation has also been shown [224]. Further, myc has also been shown to activate telomerase in human mammary epithelial cells and normal human diploid fibroblasts [225]. C-Myc overexpression has been associated with the etiology of many major types of human neoplasia including Burkitt’s lymphoma, colorectal cancer, breast cancer, prostate cancer, and melanoma [226]. The related N-myc and L-myc oncogenes are potential molecular targets in neuroblastoma and small cell lung cancer, respectively. Inhibiting c-myc expression can induce differentiation and reverse transformation [227]. Antisense and anti-gene approaches to c-myc-targeted cancer therapy are being pursued [21]. In addition, G-quadruplex oligonucleotides are also being explored based on studies of the c-myc promoter region [226]. Small molecule specific inhibitors of myc oncogenes are not yet available. It has recently been shown in osteosarcoma cells that a sustained loss of c-myc function and reversal of neoplastic phenotype occur even by a brief period of inactivation [228]. Phosphorodiamidate morpholino oligomer (PMO) antisense oligonucleotides have been successfully used to inhibit of c-myc expression. One such oligomer, AVI-4126, has demonstrated efficacy in a PC-3 androgen-independent human prostate cancer xenograft mouse model, which has been shown to be suitable for human clinical trials [229].
NF-κB (nuclear factor-κB) is another transcription factor that is emerging as a potential anticancer drug target [230, 231]. NF-κB has been implicated in both carcinogenesis and tumor progression, playing a role in proliferation and cell survival. In the inactivated form, NF-κB resides in the cytoplasm as a heterodimeric protein composed of different combinations of members of the Rel family of transcription factors, which are bound to inhibitory proteins, the IκBs [232, 233]. The IκB keeps NF-κB from entering the cell nucleus, thereby inactivating it. The NF-κB family is involved mainly in stress-induced, immune, and inflammatory responses. The phosphorylation of IκB by IκB kinases, IKKα or IKKβ, causes its 26S proteasome-assisted degradation and the release of NF-κB, which then translocates into the nucleus to effect the transcription of target genes [234]. The anticancer activity of the proteasome inhibitor PS-341 (a newly introduced novel molecularly targeted anticancer drug is said to involve inhibition of the degradation of IκB, thereby inhibiting the transcriptional activity of NF-κB) [235]. Inhibitors of IKK activity that prevent IκB phosphorylation like PS-1145, also inhibit NF-κB activation [236]. PI-3 kinase/Akt signaling has been shown to cause phosphorylation and activation of IKKs, and thus participate in NF-κB transcriptional activation, albeit in cell-type-dependent fashion based on the cellular level of the IKKα isoforms [237]. NF-κB has been shown to be involved in apoptosis and cell survival signaling in a cell-context-dependent manner [238, 239] and to be important in oncogenesis and cancer progression [240].

Recently, the transcription factor hypoxia-inducible factor 1 (HIF-1) has also been shown to be important in cancer progression and angiogenesis. Its overexpression has been correlated with treatment failure and mortality in brain, breast, cervical, esophageal, oropharyngeal, and ovarian cancers [241]. Tumor-suppressor proteins such as VHL, PTEN, and p53 have all been reported to inhibit HIF-1α function, but in different ways. The VHL tumor-suppressor gene is a ubiquitously expressed cellular regulator of HIF-1α half-life. VHL is an E3 ligase that binds HIF-1α, and targets it for ubiquitin-mediated degradation. Tumor cells that have decreased VHL expression have increased concentrations of HIF-1α, as well as of HIF-1α target gene products, under aerobic conditions. A luciferase reporter based cell screen has been used to discover inhibitors of HIF-1α as reported in a recent study [242]. Among these inhibitors were analogs of the topoisomerase I inhibitor anticancer agent camptothecin. HIF-1α has been touted as an attractive molecular target for cancer drug development, as was demonstrated by the inhibition of colon tumor xenograft growth by disruption of the interaction between HIF-1α and the coactivator p300/CREB [243]. The potential of HIF-1α as a general therapeutic target has been reviewed, and cancer stands out as a major disease area that could benefit from selective HIF-1α inhibitors [244].

The peroxisome proliferator-activated receptors (PPARs) are nuclear hormone receptors that mediate the transcriptional effects of peroxisome proliferators. These are ligand-activated transcription factors and have been implicated in various diseases including cancer [245]. PPARs heterodimerize with another nuclear hormone receptor, retinoid X receptor, and exert their effects via regulation of gene transcription upon binding of the ligand. Three isotypes are known: α, γ, and δ. At present PPARγ ligands are used in the
treatment of type 2 diabetes exemplified by the thiazolidinedione like troglitazone. PPARγ activity has been shown to control the cell cycle and induce cell differentiation and apoptosis, and agonists of this nuclear receptor are potential cancer therapeutic agents [246]. These agonists were shown to inhibit cell proliferation and induce apoptosis in human melanoma cells [247]. It has also been reported that genetic disruption of PPARδ decreases the tumorigenicity of human colon cancer cells [248]. These examples indicate the attempts at exploration of PPARs as novel targets for cancer therapeutics.

The transcription factor Gli is activated by a sonic hedgehog signaling pathway, and its abnormal activation has been implicated in familial and sporadic cancers, which include basal cell carcinomas, medulloblastomas, and rhabdomyosarcoma, especially medulloblastoma [249-252]. Small molecule inhibitors of smoothened, a key molecular target in the pathway, may be developed as treatment for medulloblastoma. Examples of such compounds are cyclopamine [253] and Cur41414 [254, 255].

VII. APOPTOSIS, CELL SURVIVAL, AND LIFE SPAN TARGETS

Apoptosis (i.e., programmed cell death) is an evolutionary conserved cellular suicide program with defined biochemical and morphologic characteristics [256]. Apoptosis is essential for maintaining cell number balance in developing organisms as well as the homeostasis of adult tissues. In addition, apoptosis is used by cellular surveillance mechanisms to eliminate cells carrying deleterious mutations, fatal abnormalities, or infectious agents. Cancer is characterized by clonal expansion of abnormal cells that resist the apoptotic machinery that should have caused their elimination [257]. Methods to induce apoptosis are sought in current cancer therapeutics [258].

The p53 tumor suppressor gene is a key inducer of apoptosis in the intrinsic pathway, and has been dubbed the “guardian of the genome” [259]. Research on p53 arguably dominated cancer research in the early 1990s, which resulted in p53 named as molecule of the year in Science magazine in 1993 [260]. p53 functions mainly as a transcription factor, which causes cell cycle arrest or apoptosis in response to DNA damage [189, 261]. p53 is also involved in DNA repair as well as other functions [262]. The cell cycle arrest function of p53 is achieved primarily through the transcriptional induction of the cyclin-dependent kinase inhibitor p21 and/or GADD45 gene product [263], while its apoptosis induction function stems mainly from transcriptional induction of the Bax gene product [264]. Transcription-independent mechanisms of apoptosis induction by p53 have also been documented [262, 265, 266]. Mutations in the p53 gene occur in more than 50% of human cancers [267] with loss of function [268, 269], which leads to aggressiveness and drug resistance in many cancers [270, 271]. Many genotoxic anticancer agents elicit cytotoxicity by inducing apoptosis in the context of functional (wild-type) p53 [268, 269, 272].

A variety of novel anticancer therapeutic approaches have been taken to manipulate p53 pathways [267, 273]. These include gene therapy, exploitation of lack of p53 function for selective oncolytic viral therapy, pharmacological
restoration of function to mutant p53 through conformational changes, and inhibition of p53 binding to Mdm2.

The overexpression of the Mdm2 gene product [274] suppresses normal p53 function [275, 276]. The Mdm2 protein is transcriptionally induced by p53 in a negative feedback control loop [277-279]. The mechanism by which Mdm2 suppresses p53 function involves abrogation of transactivation function as well as ubiquitin E3 ligase activity, which promotes p53 degradation. This suppression of p53 by Mdm2 is an attractive potential intervention target for anticancer drug action. Mdm2 overexpression, which may result from gene amplification, increased transcription, or enhanced translation [280, 281] has been shown to occur in many human tumors such as sarcomas; brain tumors; and breast, ovarian, cervical, lung, and colon cancers as well as pediatric solid tumors [274, 280]. This makes Mdm2 a potential novel anticancer molecular target [282, 283]. Peptides, small molecules, and antibodies that bind to Mdm2 protein, as well as anti-Mdm2 antisense oligonucleotides that inhibit Mdm2 expression [282-290] are in development as potential anticancer therapies. These agents could be developed as cancer treatments in their own right or be combined with other cancer therapeutic regimens to enhance apoptosis (see Chapter 6).

The Bcl-2 protein is an anti-apoptotic member of a large family of apoptosis-regulating proteins comprising both anti- and pro-apoptotic members that are differentially regulated, but share sequence-homology domains. Pro- and anti-apoptotic family members heterodimerize to modulate one another's function [291]. Overexpression of the anti-apoptotic proteins Bcl-2 and Bcl-xL has been observed in various tumors, and this is thought to cause anticancer drug resistance by inhibiting cytochrome c release from mitochondrial and activation of caspase-3 [292]. Bcl-2, the first member of the group, was originally identified at the chromosomal breakpoint of t-bearing [14, 18] B-cell lymphomas [293] and has been more widely explored as an anticancer drug target [294]. As mentioned above, Bcl-2 cooperates with myc to cause oncogenic transformation [224]. Bcl-2 overexpression is especially prevalent in B-cell lymphomas [295]. Other cancers such as prostate, breast, colorectal, small cell lung, and non-small cell lung cancers have also been shown to overexpress Bcl-2 [296].

Bcl-xL is also a potential novel anticancer molecular target [296]. Peptidyl blockers of the dimerization of the Bcl-2 family have been designed [297], and small molecule Bcl-2 inhibitors obtained by structure-based design have been reported [298, 299]. An antisense oligonucleotide against Bcl-2 (G3139, oblimersen, Genanse) is currently undergoing clinical trial for cancer therapy [300]. An antisense oligonucleotide, 4259, targeting Bcl-xL has been shown to induce apoptosis in a variety of human breast cancer cell lines [301]. The interesting concept of using a bi-specific antisense oligonucleotide inhibiting both Bcl-2 and Bcl-xL expression has also been applied to induce apoptosis in tumor cells [302]. Small molecule inhibitors of Bcl-xL have also been identified [303, 304]. One concern while attempting to use Bcl-2 inhibitors in cancer therapy may be their adverse effects in patients with ischemic cardiac disease, where the anti-apoptotic effects of Bcl-2 are beneficial [296].

Another important emerging anti-apoptosis molecular target is survivin [305]. Survivin is a recently described member of the inhibitor-of-apoptosis
IAP family [306] of proteins, which also has spindle checkpoint control functions in the cell cycle [307–309]. Survivin is expressed in the most common human cancers but not in normal adult tissues [305, 310]. About 85% of non-small cell lung cancer tumors were shown to overexpress survivin mRNA [311]. The overexpression of survivin mutants has been shown to inhibit melanoma tumor growth in vivo [312] as well as induce tumor apoptosis and suppress tumor angiogenesis [313]. The widespread expression of survivin in cancer and its relative absence in normal cells have made it an attractive target for cancer diagnosis and immunotherapeutics [314]. XIAP (X-linked IAP), a highly effective member of the anti-apoptotic protein family [315] has also been shown to be widely overexpressed in many types of cancer [316], and is another potential a novel target for inducing apoptosis in cancer therapy.

The protein chaperone, Hsp70, is also been shown to be an anti-apoptotic factor [317–319]. Hsp70 blocks the assembly of a multi-protein complex termed the apoptosome. This is essential for activating the cascade of cysteine-aspartyl proteases (caspases), which are “the executioners” in the apoptotic programs. The overexpression of Hsp70 in transfected cells protects against stress-induced apoptosis [319]. This implies that Hsp70 might provide an apoptosis-inducing therapeutic target in cancers that have a dependence on it for survival. The expression of antisense DNA of Hsp70 was used in glioblastoma and breast and colon cancer in a xenograft model [320].

The enzyme telomeRase is a ribonucleoprotein DNA polymeRase that lengthens telomeres, which are specialized nucleotide sequences at the ends of chromosomes consisting of long tandem repeats of the sequence TTAGGG [321]. This function promotes the prolongation of the proliferation life span in cells [322, 323]. TelomeRase maintains telomere length by using its integral RNA template to add the TTAGGG tracks to telomeres. TelomeRase is induced in actively dividing cells and cancer cells, but not in other normal cells [322, 324]. TelomeRase activity has been shown to be elevated in 86% of cancers studied [325], and may serve as a candidate molecular target for selective cancer chemotherapy [325–328]. Quite a number of telomeRase inhibitors have been identified including porphyrins, anthraquinones, and 7-deaza-nucleotide analogs [325, 329, 330]. The use of telomeRase inhibitors in cancer therapy will have to contend with toxicity problems that might arise due to the requirement of telomeRase activity in renewable tissues such as the liver [324].

VIII. ANGIOGENESIS AND METASTASIS MOLECULAR FACTORS

For incipient cancers to establish and metastasize, they need nutrient supplies, which they obtain by developing blood vessels to tap into the host blood supply [68, 69]. This process of developing new blood vessels is termed angiogenesis. Tumor angiogenesis is critical for cancer progression and metastasis [331–333]. VEGFR and bFGFR are RTKs discussed earlier as promoting tumor angiogenesis. These induce endothelial cell growth and proliferation. In addition to these, several non-tyrosine kinase tumor angiogenesis factors have been
identified, and will be the focus in this section [334]. An important angiogenic factor in this regard is angiogenin, which is a polypeptide that can induce or suppress angiogenesis [335]. The peptidyl compounds angiotatin and endostatin antagonize the angiogenic actions of angiogenin, and were shown to be highly effective in elimination of tumors in mice, which led to human clinical trials of these agents [336]. Structure-activity relationships among endostatin analogs are being studied to discover more potent peptides [337, 338]. Thalidomide and the fumagilin AG-1470, are also prominent antiangiogenic agents, albeit with mechanisms of action that are still unclear [70]. The thalidomide analog, S-3-[3-aminophthalimido]-glutaramide (S-3APG) has been shown to inhibit angiogenesis and growth in mouse models of B-cell malignancies [339]. Indirect induction of angiogenesis has also been demonstrated, with HIF-1 signaling as one example of such a mechanism [241]. The use of natural products as antiangiogenic agents has been reviewed recently [340], which showed an increasing repertoire of potential antiangiogenic therapeutics. It has recently been reported that Ras induces the sequential activation of PI-3 kinase, Rho, and ROCK, which leads to activation of myc through phosphorylation. This action enables it to repress the expression of the antiangiogenic factor thrombospondin-1 to promote tumor angiogenesis [341].

Matrix metalloproteases (MMPs) are a large family of zinc-binding proteins that degrade extracellular matrix and allow cancer invasion [342, 343]. MMPs can be classified into five categories based on substrate preference: (1) type 1 collagenases, comprising MMP-1, MMP-8, and MMP-13; (2) type IV collagenases, MMP-2 and MMP-9; (3) stromelysins, MMP-3, MMP-7, MMP-10, and MMP-11; (4) elastases, MMP-12; and (5) membrane-type matrix metalloproteases, MT-MMPs [344]. They generated a lot of interest initially as molecular targets for controlling cancer metastasis [345], and many small molecule inhibitors have been discovered with varying selectivities against the different MMPs. Several MMP inhibitors were tested and advanced into clinical trials. These include marimastat, prinomastat (AG3340), and BAY 12-9566 [343, 346], but the results of those trials were disappointing [347]. Although more understanding of the role of MMPs in tumor invasion is still evolving [224], better inhibitors and better clinical trials designs may help to attain the potential of MMP inhibitors as anti-metastatic agents [343].

The serine protease formed urokinase (uPA) has been shown to be involved in tumor metastasis and angiogenesis [344, 348]. The uPA/uPAR have been shown to cooperate with MMPs in tumor cell intravasation [349]. These observations as well as others have attracted attention to the uPA/uPAR system for developing molecularly targeted anticancer drugs [350]. The potential role of urokinase receptor antagonists in metastatic disease has been summarized [348]. Amiloride analogs that inhibit uPA have shown anti-tumor invasion properties in vivo [70].

The cell adhesion class of extracellular matrix interacting molecules (CAMs), which mediate cell-matrix and cell-cell interactions, have roles in cancer invasion and organ-specific metastasis [351, 352] and also constitute potential cancer molecular targets [353]. The largest group of CAMs are the integrins, which are transmembrane heterodimeric proteins comprising α- and β-subunits. They function as receptors for matrix proteins such as fibronectin,
vitronectin, laminin, and collagen [354]. Cadherins, selectins, mucins, hyaluronan (CD44); the MHC antigens, CD2, CD4, and CD8; and other Iggs such as ICAM-1, ICAM-2, VCAM-1, CEA, C-CAMs, and DCC [351, 353], as well as gangliosides [355]. Synthetic peptides designed to antagonize adhesion which incorporate an RGD [Arg-Gly-Asp] motif, have been shown to prevent metastasis [70, 351, 353].

IX. PROTEIN DEGRADATION AND CHAPERONING TARGETS

Inhibition of the 26S proteasome has been shown to be a promising new approach to cancer therapy. In this regard, bortezomib (Velcade, PS-341), a dipeptide boronic acid analog proteasome inhibitor, is currently available for the treatment of relapsed and refractory multiple myeloma. Further trials are underway to assess its efficacy against a range of other cancers [356]. The strategy of proteasome inhibition using bortezomib has been shown to combat cancer resistance to radiation and chemotherapy attributable to induction of NF-κB [236, 357].

Heat shock protein 90 (Hsp90) is a molecular chaperone that plays a key role in the conformational maturation of oncogenic signaling proteins including HER-2/ErbB2, Akt, Raf-1, Bcr-Abl, cyclin D1, met, and mutant p53 [358]. Hsp90 inhibitors bind to Hsp90, abrogating its ATPase activity and inducing the proteasomal degradation of Hsp90 client proteins. Geldanamycin analog ansamycins were the first Hsp90 inhibitors discovered. The geldanamycin analog, 17-allylamino, 17-demethoxygeldanamycin (17AAG) has emerged as the clinical development candidate among these. Its performance in clinical trials has been good thus far [359, 360]. Further tests are warranted to move it into advanced clinical trials. In the meantime, efforts to discover new Hsp90 inhibitors are underway [361, 362].

It has been shown that the selective killing of cancer cells by the 17AAG is the result of the higher affinity (100-fold) conformation of the activated Hsp90 found in tumor cells compared to normal cells. Tumor Hsp90 is present entirely in multi-chaperone complexes with high ATPase activity, whereas Hsp90 from normal tissues is in a latent, uncomplexed state [363]. This provides a novel mechanism for achieving selective cancer cell killing, as well as less toxic cancer chemotherapy. The promise of targeting of Hsp90 as a cancer therapeutic target was made evident in a recent special issue of the journal, *Current Cancer Drug Targets* [364].

X. CHROMATIN REMODELING FACTORS

Chromatin structure is an important factor in gene expression. Among the proteins involved in chromatin remodeling, histone deacetylases (HDACs) are the most studied and targeted with regard to the development of novel cancer therapeutics [365]. HDACs function in opposition to histone acetylases (HATs) by deacetylating lysine residues on histone tails that HATs have acetylated that have been shown to be deregulated in cancer. Development of HDAC
inhibitors for cancer therapy is an active area of research [365, 366–368]. Trichostatin A (TSA) and suberoylanilide hydroxamic acid (SAHA) are much-studied small molecules that inhibit HDAC by binding to its catalytic site [369]. Hydroxamic acid based HDAC inhibitors like SAHA have entered clinical trials and have shown good tolerability [367].

**XI CONCLUSION**

We are in an era of great opportunities and hope for tackling the formidable problem of cancer chemotherapy. The plethora of potential novel anticancer targets surveyed in this chapter attest to this. Harnessing these targets will improve the chances of effectively treating many cancers that are currently intractable. Proof of principle has already been demonstrated for these novel anticancer targets, and success has been achieved in developing small molecule and antibody therapeutics against several oncogenic tyrosine kinase novel targets for use in cancer patients. There are still challenges in developing effective and selective cancer therapies in terms of the selection of the right targets for drug development, for the treatment of the appropriate cancers, and for the selection of the appropriate patient population end points for clinical testing of novel therapies, as well as how to tailor treatments to individual patients’ tumor target profiles. Genomics and proteomics hold promise for addressing some of these problems. Overall, the field is fertile and the stage is set for many new breakthroughs in the war against cancer. For the most part, the tools needed are already in place. It is now time to harness innovative drug discovery and development and translational strategies to achieve the goal of developing novel clinically effective cancer treatments without severe toxicities.
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The advent of microarray technology has led to fundamental improvements in the way that researchers address biomedical questions. DNA microarrays provide extensive information on gene function and interaction by simultaneously measuring the expression of thousands of RNAs or proteins. Microarray technology has many applications for clinical and basic research. These include identification of novel drug targets and marker genes for disease progression, improving clinical diagnosis, discovering mechanisms of drug action, and providing information on drug efficacy and toxicity. Great advancements have occurred in array technology within the last two years. In this chapter basic aspects of DNA and protein microarrays and their applications for pharmacogenomics are discussed. Specifically, microarray instrumentation and experimentation are described and each of the major array formats including oligonucleotides arrays, spotted arrays, and macroarrays are presented. The advantages, disadvantages, and options for using each array format are also discussed. Important factors in the design and analysis of microarray experiments are reviewed. The most recent developments in microarray technology, which include peptide and antibody arrays, are presented. Most important, provide examples of new applications of microarrays are provided with a focus on cancer research and drug discovery.

I. INTRODUCTION TO MICROARRAYS

Within the last few years the genomes of more than 40 organisms have been completely sequenced and a rough map of the human genome has been completed [1, 2]. Biomedical research has been revolutionized through the knowledge of these sequences. The next important goal will be to understand the function of these newly identified genes and how normal function is altered in human disease [3, 4]. The science of genomics examines how individual genes operate in the context of a complex organism [5, 6]. Pharmacogenomics focuses on identification of new drug targets and prediction of drug activity [7, 8]. Oncogenomics is the use of genomic approaches to study cancer biology. A diversity of novel techniques has emerged recently to study differential gene expression, and one of the most promising is microarrays [9]. Microarrays are composed of many thousands of oligonucleotides or cDNAs that have been deposited on a small substrate. Nucleic acids are labeled with radioactivity, biotin, or a fluorescent tag and then hybridized to DNA sequences immobilized on the substrate. Differences in hybridization are detected using autoradiography, laser scanning, light emission by charge coupled device cameras, or most recently, by electronic semiconductor chips (Nanogen Inc., San Diego, CA). Microarrays are commonly used to analyze a wide variety of questions involving differential mRNA gene expression, genomic alterations [10], mutations in DNA, or single nucleotide polymorphisms (SNPs). They are also appropriate for DNA sequencing. For instance, HySeq Inc. (Sunnyvale, CA) markets the “HyChip” technology, which can analyze up to 5000 bases in a single experiment. Spotted peptides or antibodies have been developed to study protein expression on a global scale [11–13] and will be discussed in detail. Tissue microarrays are currently revolutionizing clinical diagnostics. Small arrays of paraffin-embedded tissue fragments represent a powerful tool with which to localize gene expression within normal
or diseased clinical samples [14–16]. Recently, arrays of living cells were pioneered by Cellomics, Inc., (Pittsburgh, PA). Chemical arrays with spotted ligands and other small synthetic molecules have been introduced most recently by Graffinity (Heidelberg, Germany), and Caliper Instruments has developed a similar system (LibraryCard Reagent Array). Chemical arrays are an important novel tool to define and quantify biochemical interactions between drugs or ligands and biological macromolecules. These systems will be extremely important for pharmaceutical companies that screen thousands of chemical compounds for drug evaluation. All of these high-throughput microtechnologies allow one to locate and quantitatively assess the level of multiple DNAs, mRNAs, proteins, or biochemical interactions in a complex sample.

Microarray technology continues to evolve rapidly. A critical factor for the breakthrough of cDNA array or gene chip technology during the 1990s was the availability of cDNA clones from public repositories such as the IMAGE consortium. The expressed sequence tag (EST) sequencing projects and the construction of comprehensive genomic databases such as GenBank and UniGene were a prerequisite for the success of microarrays. Recently, the availability of complete sequence data from humans and other organisms has hastened developments in array technology. Although arrays were constructed to analyze thousands of genes several years ago, now all genes encoded by an organism can be analyzed simultaneously in one array experiment. Full-genome studies were initially performed for yeast [17], which has a total of 6307 open reading frames. Other organisms followed, which included a number of important human pathogens. The complete catalogue of genes and messenger RNAs revealed by the human genome project now requires careful experimental annotation and validation on a genomic scale [1, 2]. Oligonucleotide arrays that contain all currently known or deduced human exons have been developed [18]. Shoemaker et al. [18] used “exon” and “tiling” arrays fabricated by ink-jet oligonucleotide synthesis to validate and refine computational gene predictions and identify co-expressed genes. This array-based method will help to provide an accurate count of human genes and allow detection of alternative mRNA splice variants. Although complete genome data are not yet available for the mouse, Riken (Japan) has made public 18,000 full-length mouse cDNA clones. This large collection has been used to produce cDNA microarrays for gene expression profiling in diverse mouse tissues [19]. Similar large, comprehensive mouse arrays have been used to monitor global gene expression patterns in various tissues and cell types and during mammalian development (particularly at an early stage) [20].

A large number of algorithms and software packages have been developed to organize the vast amount of data generated by microarrays (reviewed in references 21–23). Hundreds of companies market arrays, array services, analysis software, or detection devices for arrays. An information-intensive Web page maintained by Shi (www.gene-chips.com) provides an excellent overview of currently available techniques and possibilities. In summary, microarrays are an extremely powerful new tool for discovery of how genes function, how they interact with other genes, and how altered gene function contributes to human disease. The objectives of this chapter are to describe new developments in microarray technology and to emphasize their potential for pharmacogenomics, cancer research, and discovery of gene function. For this purpose, the
focus is mainly on expression arrays, but this chapter also discusses protein, peptide, and other non-DNA arrays. The latter represents the next generation of high-throughput tools for analysis of gene expression and will become increasingly important with the growing interest in proteomics in the post-genomic era. Microarray-related online resources mentioned in this chapter are listed in Tables 1 and 2. Table 1 lists a number of non-commercial Web sites related to microarray production, analysis, gene expression databases, functional genomics, and bioinformatics. Web sites from commercial suppliers of microarrays and related techniques are listed in Table 2.

### TABLE 2.1 Selection of Non-Commercial Web Sites Related to Microarray Production, Analysis, Gene Expression Databases, Functional Genomics and Bioinformatics

<table>
<thead>
<tr>
<th>Organization or database</th>
<th>Contents</th>
<th>Web site L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Array Express</td>
<td>Microarray database at EBI (European Bioinformatics Institute, Hinxton, UK)</td>
<td><a href="http://www.ebi.ac.uk/arrayexpress">http://www.ebi.ac.uk/arrayexpress</a></td>
</tr>
<tr>
<td>CGAP (Cancer Genome Anatomy Project) at NCBI</td>
<td>Resources and databases on cancer specific gene expression</td>
<td><a href="http://www.ncbi.nlm.nih.gov/CGAP/">http://www.ncbi.nlm.nih.gov/CGAP/</a></td>
</tr>
<tr>
<td>Chemical Industry Institute of Toxicology (CIIT)</td>
<td>Information on toxicogenomics and microarrays</td>
<td><a href="http://www.ciit.org/TOXICOGENOMICS/homepage.html">http://www.ciit.org/TOXICOGENOMICS/homepage.html</a></td>
</tr>
<tr>
<td>CSNDB</td>
<td>Cell signaling networks database</td>
<td><a href="http://geo.nih.gov/csndb/">http://geo.nih.gov/csndb/</a></td>
</tr>
<tr>
<td>DbEST</td>
<td>Sequence data and other information on single pass cDNA sequences</td>
<td><a href="http://www.ncbi.nlm.nih.gov/web/genbank">http://www.ncbi.nlm.nih.gov/web/genbank</a></td>
</tr>
<tr>
<td>Eisen Lab</td>
<td>Mike Eisen's software resources</td>
<td><a href="http://rana.lbl.gov/">http://rana.lbl.gov/</a></td>
</tr>
<tr>
<td>EPD</td>
<td>Eukaryotic promoter database</td>
<td><a href="http://www.epd.isb-sib.ch/">http://www.epd.isb-sib.ch/</a></td>
</tr>
<tr>
<td>EuroBioChips</td>
<td>Information on microarray and microfluidic technologies</td>
<td><a href="http://www.eurobiochips.com/index2.html">http://www.eurobiochips.com/index2.html</a></td>
</tr>
<tr>
<td>GeneCards at Weizmann Institute</td>
<td>Database at Weizmann Institute of Science, Israel</td>
<td><a href="http://bioinformatics.weizmann.ac.il/cards">http://bioinformatics.weizmann.ac.il/cards</a></td>
</tr>
<tr>
<td>GeneX</td>
<td>Repository of gene expression data</td>
<td><a href="http://www.ncgr.org/geneX/">http://www.ncgr.org/geneX/</a></td>
</tr>
<tr>
<td>GGE Global Gene Expression Group</td>
<td>SAGE-related information and databases at MD Anderson Cancer Center</td>
<td><a href="http://sciencepark.mdanderson.org/ggeg/default.html">http://sciencepark.mdanderson.org/ggeg/default.html</a></td>
</tr>
<tr>
<td>Harvard University, Lipper Center for Computational Genomics</td>
<td>Computational Genomics, software development</td>
<td><a href="http://arep.med.harvard.edu/">http://arep.med.harvard.edu/</a></td>
</tr>
</tbody>
</table>

(Continues)
<table>
<thead>
<tr>
<th>Organization or database</th>
<th>Contents</th>
<th>Web site L</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMAGE consortium</td>
<td>The world largest public collection of genes and clones</td>
<td><a href="http://image.llnl.gov/">http://image.llnl.gov/</a></td>
</tr>
<tr>
<td>ISYS</td>
<td>Bioinformatics software tools and databases</td>
<td><a href="http://www.ncgr.org/isys/">http://www.ncgr.org/isys/</a></td>
</tr>
<tr>
<td>GEML</td>
<td>Gene Expression Markup Language</td>
<td><a href="http://www.GEML.org">http://www.GEML.org</a></td>
</tr>
<tr>
<td>Gene-Chips</td>
<td>Excellent list of web links on microarray technology</td>
<td><a href="http://www.gene-chips.com/">http://www.gene-chips.com/</a></td>
</tr>
<tr>
<td>LLMPP</td>
<td>Lymphoma/Leukemia Molecular Profiling Project Gateway (Dr. Lou Staudt)</td>
<td><a href="http://LLMPP.NCI.NIH.GOV/">http://LLMPP.NCI.NIH.GOV/</a></td>
</tr>
<tr>
<td>MatInspector</td>
<td>Library of transcription factor binding sites plus search tools</td>
<td><a href="http://genomatix.gsf.de/products/matinspector.html">http://genomatix.gsf.de/products/matinspector.html</a></td>
</tr>
<tr>
<td>McDermott Center for Human Growth and Development</td>
<td>Identification of gene networks</td>
<td><a href="http://innovation.swmed.edu/">http://innovation.swmed.edu/</a></td>
</tr>
<tr>
<td>MedMiner</td>
<td>Genomics and Bioinformatics Group at NCI (J. Weinstein)</td>
<td><a href="http://discover.nci.nih.gov/">http://discover.nci.nih.gov/</a></td>
</tr>
<tr>
<td>MGD</td>
<td>Genetics of laboratory mice (Jackson Lab)</td>
<td><a href="http://www.informatics.jax.org">http://www.informatics.jax.org</a></td>
</tr>
<tr>
<td>MIPS</td>
<td>Munich Information Center for Protein Sequences and full length cDNAs</td>
<td><a href="http://www.mips.biochem.mpg.de/proj/human/">http://www.mips.biochem.mpg.de/proj/human/</a></td>
</tr>
<tr>
<td>National Cancer Institute, NCI</td>
<td>NCI Microarray project at the Advanced Technology Center ATC, NCI</td>
<td><a href="http://nciarray.nci.nih.gov">http://nciarray.nci.nih.gov</a></td>
</tr>
<tr>
<td>Lab-on-a-chip</td>
<td>Overview of “lab-on-a-chip” microarrays systems</td>
<td><a href="http://www.lab-on-a-chip.com/">http://www.lab-on-a-chip.com/</a></td>
</tr>
<tr>
<td>MGED</td>
<td>Microarray gene expression database group</td>
<td><a href="http://www.mged.org/Annotations-wg/index.html">http://www.mged.org/Annotations-wg/index.html</a></td>
</tr>
<tr>
<td>National Human Genome Research Institute NHGRI</td>
<td>Microarray projects at the NHGRI</td>
<td><a href="http://www.nhgri.nih.gov/DIR/LCG/15K/HTML/">http://www.nhgri.nih.gov/DIR/LCG/15K/HTML/</a></td>
</tr>
<tr>
<td>National Institute of Environmental Health Science</td>
<td>Microarray projects at the NIEHS</td>
<td><a href="http://dir.niehs.nih.gov/microarray/">http://dir.niehs.nih.gov/microarray/</a></td>
</tr>
<tr>
<td>Nature Genome Gateway</td>
<td>Nature magazine’s genome pages</td>
<td><a href="http://www.nature.com/genomics/">http://www.nature.com/genomics/</a></td>
</tr>
<tr>
<td>Nylon Microarrays Site</td>
<td>Information on how to produce and hybridize macroarrays</td>
<td><a href="http://tagc.univ-mrs.fr/microarrays/">http://tagc.univ-mrs.fr/microarrays/</a></td>
</tr>
<tr>
<td>Oak Ridge National Laboratory</td>
<td>Information on the Human Genome Project</td>
<td><a href="http://www.ornl.gov">http://www.ornl.gov</a></td>
</tr>
<tr>
<td>PathDB</td>
<td>Research tools for functional genomics</td>
<td><a href="http://www.ncgr.org/pathdb/">http://www.ncgr.org/pathdb/</a></td>
</tr>
<tr>
<td>PGA (Program for Genomic Application)</td>
<td>Genomics and proteomics of cell injury and inflammation</td>
<td><a href="http://pga.swmed.edu/deliverables.htm">http://pga.swmed.edu/deliverables.htm</a></td>
</tr>
<tr>
<td>Organization or database</td>
<td>Contents</td>
<td>Web site</td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>Plant Array Website</td>
<td>Resources for plant DNA microarrays</td>
<td><a href="http://www.ensam.inra.fr/biochimie/plant_arrays/index.html">http://www.ensam.inra.fr/biochimie/plant_arrays/index.html</a></td>
</tr>
<tr>
<td>Protocols Online Web Site</td>
<td>Online resource for microarray protocols</td>
<td><a href="http://www.protocolonline.net/molbio/DNA/dna_microarray.htm">http://www.protocolonline.net/molbio/DNA/dna_microarray.htm</a></td>
</tr>
<tr>
<td>PubGene</td>
<td>Online literature data mining tools</td>
<td><a href="http://www.pubgene.org/">http://www.pubgene.org/</a></td>
</tr>
<tr>
<td>RIKEN</td>
<td>Gene banks for mouse and other organisms</td>
<td><a href="http://www.rtc.riken.go.jp/">http://www.rtc.riken.go.jp/</a></td>
</tr>
<tr>
<td>Rockefeller Institute, New York, NY</td>
<td>List of academic microarray facilities</td>
<td><a href="http://linkage.rockefeller.edu/wli/microarray/core.html">http://linkage.rockefeller.edu/wli/microarray/core.html</a></td>
</tr>
<tr>
<td>Rockefeller Institute, New York</td>
<td><em>Xenopus</em> microarray project</td>
<td><a href="http://arrays.rockefeller.edu/xenopus/">http://arrays.rockefeller.edu/xenopus/</a></td>
</tr>
<tr>
<td>SageNet</td>
<td>Serial analysis of gene expression</td>
<td><a href="http://www.sagenet.org/SAGEData/sagedata.htm">http://www.sagenet.org/SAGEData/sagedata.htm</a></td>
</tr>
<tr>
<td>Sanger Center, Cambridge, UK</td>
<td><em>Saccharomyces pombe</em> (fission yeast) functional genomics</td>
<td><a href="http://www.sanger.ac.uk/PostGenomics/S_pombe/">http://www.sanger.ac.uk/PostGenomics/S_pombe/</a></td>
</tr>
<tr>
<td><em>Science Magazine</em></td>
<td>Functional genomics resources</td>
<td><a href="http://www.sciencemag.org/feature/plus/sfg">http://www.sciencemag.org/feature/plus/sfg</a></td>
</tr>
<tr>
<td>Source</td>
<td>Stanford Online Universal Resource for cDNA Clones &amp; ESTs</td>
<td><a href="http://genome-www4.stanford.edu/cgi-bin/SMD/source/sourceSearch">http://genome-www4.stanford.edu/cgi-bin/SMD/source/sourceSearch</a></td>
</tr>
<tr>
<td>Stanford University Microarray Database SMD</td>
<td>Microarray database</td>
<td><a href="http://genome-www4.stanford.edu/MicroArray/SMD/">http://genome-www4.stanford.edu/MicroArray/SMD/</a></td>
</tr>
<tr>
<td>Stanford University Microarray Links</td>
<td>Microarray protocols, software, and tools</td>
<td><a href="http://genome-www4.stanford.edu/MicroArray/restech.html">http://genome-www4.stanford.edu/MicroArray/restech.html</a></td>
</tr>
<tr>
<td>SWISS-PROT</td>
<td>Protein database</td>
<td><a href="http://expasy.ch/sprot">http://expasy.ch/sprot</a></td>
</tr>
<tr>
<td>Systems Biology, Dr. Leroy Hood</td>
<td>Software for microarray analysis, Institute for Systems Biology</td>
<td><a href="http://www.systemsbiology.org/">http://www.systemsbiology.org/</a></td>
</tr>
<tr>
<td>The Genome Database</td>
<td>Human genome database</td>
<td><a href="http://gdbwww.gdb.org/">http://gdbwww.gdb.org/</a></td>
</tr>
<tr>
<td>TIGR</td>
<td>Microbial genome databases</td>
<td><a href="http://www.tigr.org/tdb/mdb/mdbcomplete.html">http://www.tigr.org/tdb/mdb/mdbcomplete.html</a></td>
</tr>
<tr>
<td>Transfac</td>
<td>Transcription Factor Database</td>
<td><a href="http://transfac.gbf.de">http://transfac.gbf.de</a></td>
</tr>
<tr>
<td>U. S. Environmental Protection Agency Microarray Consortium</td>
<td>Forum for collaboration in development and application of microarray technology</td>
<td><a href="http://www.epa.gov/nheerl/epamac/">http://www.epa.gov/nheerl/epamac/</a></td>
</tr>
<tr>
<td>University of Ontario Cancer Institute (OCI)</td>
<td>Information on microarray projects at OCI</td>
<td><a href="http://www.oci.utoronto.ca/services/microarray/">http://www.oci.utoronto.ca/services/microarray/</a></td>
</tr>
<tr>
<td>Whitehead Institute for Biomedical Research/MIT Center for Genome Research</td>
<td>Information on map and sequence software and microarray projects at the MIT Genome Center (E. Lander)</td>
<td><a href="http://wwwgenome.wi.mit.edu/">http://wwwgenome.wi.mit.edu/</a></td>
</tr>
<tr>
<td>Company name</td>
<td>Products and services</td>
<td>Web site URL</td>
</tr>
<tr>
<td>------------------------------</td>
<td>-----------------------------------------------------------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td>Affymetrix</td>
<td>Oligonucleotide arrays</td>
<td><a href="http://www.affymetrix.com/">http://www.affymetrix.com/</a></td>
</tr>
<tr>
<td>Agilent Technologies</td>
<td>Custom microarrays, scanners</td>
<td><a href="http://www.agilent.com">http://www.agilent.com</a></td>
</tr>
<tr>
<td>AlphaGene</td>
<td>DNA microarrays and libraries</td>
<td><a href="http://www.alphagene.com/">http://www.alphagene.com/</a></td>
</tr>
<tr>
<td>Applied Biosystems</td>
<td>Gene analysis, informatics</td>
<td><a href="http://www.appliedbiosystems.com/">http://www.appliedbiosystems.com/</a></td>
</tr>
<tr>
<td>Axon Instruments</td>
<td>Microarray scanners</td>
<td><a href="http://www.axon.com/">http://www.axon.com/</a></td>
</tr>
<tr>
<td>Beecher Instruments</td>
<td>Tissue microarrays</td>
<td><a href="http://www.beecherinstruments.com/">http://www.beecherinstruments.com/</a></td>
</tr>
<tr>
<td>Biacore</td>
<td>Microarrays, informatics</td>
<td><a href="http://www.biacore.com/">http://www.biacore.com/</a></td>
</tr>
<tr>
<td>BioDiscovery</td>
<td>Image analysis software</td>
<td><a href="http://www.biodiscovery.com/">http://www.biodiscovery.com/</a></td>
</tr>
<tr>
<td>BioForce Laboratory</td>
<td>Nanoscale microarrays</td>
<td><a href="http://www.bioforce.com/">http://www.bioforce.com/</a></td>
</tr>
<tr>
<td>BioMerieux</td>
<td>Microarrays, informatics</td>
<td><a href="http://www.biomerieux.com/">http://www.biomerieux.com/</a></td>
</tr>
<tr>
<td>BioRobotics</td>
<td>Microarray production</td>
<td><a href="http://www.birobotics.com/">http://www.birobotics.com/</a></td>
</tr>
<tr>
<td>Capital Biochip</td>
<td>Microarrays</td>
<td><a href="http://www.capitalbiotech.com">http://www.capitalbiotech.com</a></td>
</tr>
<tr>
<td>Cartesian Technologies</td>
<td>Microarray spotters</td>
<td><a href="http://www.cartesianets.com/">http://www.cartesianets.com/</a></td>
</tr>
<tr>
<td>Celera Genomics</td>
<td>Bioinformatics</td>
<td><a href="http://www.celera.com/">http://www.celera.com/</a></td>
</tr>
<tr>
<td>Cellomics</td>
<td>Cell-based arrays</td>
<td><a href="http://www.cellomics.com/">http://www.cellomics.com/</a></td>
</tr>
<tr>
<td>Ciphergen Biosystems</td>
<td>Protein chips (SELDI)</td>
<td><a href="http://www.ciphergen.com/">http://www.ciphergen.com/</a></td>
</tr>
<tr>
<td>Clontech Laboratories BD</td>
<td>Atlas microarrays</td>
<td><a href="http://www.clontech.com/">http://www.clontech.com/</a></td>
</tr>
<tr>
<td>Compugen</td>
<td>DNA microarrays, informatics</td>
<td><a href="http://www.compgen.com/">http://www.compgen.com/</a></td>
</tr>
<tr>
<td>Corning</td>
<td>Microarrays, glass slides</td>
<td><a href="http://www.cmt.corning.com/">http://www.cmt.corning.com/</a></td>
</tr>
<tr>
<td>Cruachem</td>
<td>Custom microarrays</td>
<td><a href="http://www.cruachem.co.uk">http://www.cruachem.co.uk</a></td>
</tr>
<tr>
<td>CuraGen</td>
<td>Bioinformatics</td>
<td><a href="http://www.curagen.com/">http://www.curagen.com/</a></td>
</tr>
<tr>
<td>Display Systems</td>
<td>Microarrays, informatics</td>
<td><a href="http://www.displaysystems.com/">http://www.displaysystems.com/</a></td>
</tr>
<tr>
<td>EuroGenTech</td>
<td>Microarray spotters, microarrays</td>
<td><a href="http://www.eurogentec.com/">http://www.eurogentec.com/</a></td>
</tr>
<tr>
<td>Ferrarius Biotechnology</td>
<td>Lab-on-a-chip system</td>
<td><a href="http://www.febit.com/">http://www.febit.com/</a></td>
</tr>
<tr>
<td>Gene Logic</td>
<td>Informatics</td>
<td><a href="http://www.genologic.com/">http://www.genologic.com/</a></td>
</tr>
<tr>
<td>Gene Machines</td>
<td>Arrayers</td>
<td><a href="http://www.genemachines.com/">http://www.genemachines.com/</a></td>
</tr>
<tr>
<td>GeneScan</td>
<td>Microarrays</td>
<td><a href="http://www.genescan.com/">http://www.genescan.com/</a></td>
</tr>
<tr>
<td>Genetix</td>
<td>Robotics, microarray supplies</td>
<td><a href="http://www.genetix.co.uk/">http://www.genetix.co.uk/</a></td>
</tr>
<tr>
<td>Genisphere 3DNA</td>
<td>Oligodendromeric detection</td>
<td><a href="http://www.genisphere.com/">http://www.genisphere.com/</a></td>
</tr>
<tr>
<td>Genomatix</td>
<td>Bioinformatics and sequence analysis</td>
<td><a href="http://genomatix.gsf.de/free_services/">http://genomatix.gsf.de/free_services/</a></td>
</tr>
<tr>
<td>Genometrix</td>
<td>DNA microarrays</td>
<td><a href="http://www.genometrix.com/">http://www.genometrix.com/</a></td>
</tr>
<tr>
<td>Genomic Solutions</td>
<td>Arrayers</td>
<td><a href="http://www.genomicsolutions.com/">http://www.genomicsolutions.com/</a></td>
</tr>
<tr>
<td>GENPAK</td>
<td>Arrayers</td>
<td><a href="http://www.genpakdna.com/">http://www.genpakdna.com/</a></td>
</tr>
<tr>
<td>GENSET</td>
<td>Microarray services</td>
<td><a href="http://www.genxy.com/">http://www.genxy.com/</a></td>
</tr>
<tr>
<td>Graffinity AG</td>
<td>Chemical Arrays</td>
<td><a href="http://www.graffinity.com">http://www.graffinity.com</a></td>
</tr>
<tr>
<td>Hitachi</td>
<td>Microarrays</td>
<td><a href="http://www.hitachi.co.jp">http://www.hitachi.co.jp</a></td>
</tr>
<tr>
<td>Hypermatrix</td>
<td>Antibody arrays</td>
<td><a href="http://www.hypromatrix.com/">http://www.hypromatrix.com/</a></td>
</tr>
<tr>
<td>HySeq Inc.</td>
<td>DNA Sequencing by hybridization</td>
<td><a href="http://www.hysq.com/">http://www.hysq.com/</a></td>
</tr>
<tr>
<td>Illumina</td>
<td>Bead-based microarrays</td>
<td><a href="http://www.illumina.com/">http://www.illumina.com/</a></td>
</tr>
<tr>
<td>Incyte Genomics</td>
<td>Microarray services, informatics</td>
<td><a href="http://www.incyte.com/">http://www.incyte.com/</a></td>
</tr>
<tr>
<td>Intelligent Bio-Instruments</td>
<td>Microarraying robots</td>
<td><a href="http://www.intelligentbio.com/">http://www.intelligentbio.com/</a></td>
</tr>
<tr>
<td>Interactiva</td>
<td>Oligonucleotide microarrays</td>
<td><a href="http://www.interactiva.com/">http://www.interactiva.com/</a></td>
</tr>
<tr>
<td>LION bioscience</td>
<td>Informatics</td>
<td><a href="http://www.lionbioscience.com/">http://www.lionbioscience.com/</a></td>
</tr>
<tr>
<td>Lynx</td>
<td>Bead-based microarrays</td>
<td><a href="http://www.lyngex.com/">http://www.lyngex.com/</a></td>
</tr>
<tr>
<td>Mergen</td>
<td>DNA microarrays</td>
<td><a href="http://www.mergen-ltd.com/">http://www.mergen-ltd.com/</a></td>
</tr>
<tr>
<td>Motorola Biochip Systems</td>
<td>Gel-pad microarrays</td>
<td><a href="http://www.motorola.com/biochipystems">http://www.motorola.com/biochipystems</a></td>
</tr>
<tr>
<td>Motorola Clinical</td>
<td>Electronic DNA biochips</td>
<td><a href="http://www.microsensor.com/">http://www.microsensor.com/</a></td>
</tr>
<tr>
<td>Micro Sensors</td>
<td>Scanners, robots</td>
<td><a href="http://www.mwgbiotech.com/">http://www.mwgbiotech.com/</a></td>
</tr>
</tbody>
</table>

(Continues)
TABLE 2.2 (Continued)

<table>
<thead>
<tr>
<th>Company name</th>
<th>Products and services</th>
<th>Web site URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nanogen Inc.</td>
<td>Electronic detection of DNA on chips</td>
<td><a href="http://www.nanogen.com">http://www.nanogen.com</a></td>
</tr>
<tr>
<td>NEN Life Science (PE)</td>
<td>Microarrays, Tyramid</td>
<td><a href="http://www.NEN.com/">http://www.NEN.com/</a></td>
</tr>
<tr>
<td>NimbleGen</td>
<td>High-density microarrays</td>
<td><a href="http://www.nimblegen.com/">http://www.nimblegen.com/</a></td>
</tr>
<tr>
<td>Operon</td>
<td>Oligonucleotide microarrays</td>
<td><a href="http://www.operon.com/">http://www.operon.com/</a></td>
</tr>
<tr>
<td>Origene Technologies</td>
<td>DNA microarrays</td>
<td><a href="http://www.origene.com/">http://www.origene.com/</a></td>
</tr>
<tr>
<td>Perkin Elmer Life Science</td>
<td>Microarrays</td>
<td><a href="http://www.perkinelmer.com/">http://www.perkinelmer.com/</a></td>
</tr>
<tr>
<td>Phylos</td>
<td>Protein microarrays</td>
<td><a href="http://www.phylos.com/">http://www.phylos.com/</a></td>
</tr>
<tr>
<td>Radius Biosciences</td>
<td>Microarray services</td>
<td><a href="http://www.ultranet.com/~radius">http://www.ultranet.com/~radius</a></td>
</tr>
<tr>
<td>Research Genetics</td>
<td>Macroarrays, microarrays</td>
<td><a href="http://www.resgen.com/">http://www.resgen.com/</a></td>
</tr>
<tr>
<td>Rosetta Inpharmatics</td>
<td>Informatics</td>
<td><a href="http://www.rii.com/">http://www.rii.com/</a></td>
</tr>
<tr>
<td>Sequenom</td>
<td>Microarray analysis, informatics</td>
<td><a href="http://www.sequenom.com/">http://www.sequenom.com/</a></td>
</tr>
<tr>
<td>Soma-Logic</td>
<td>Protein chips</td>
<td><a href="http://www.somalologic.com/">http://www.somalologic.com/</a></td>
</tr>
<tr>
<td>Spotfire</td>
<td>Informatics</td>
<td><a href="http://www.spotfire.com/">http://www.spotfire.com/</a></td>
</tr>
<tr>
<td>Stratagene</td>
<td>Microarrays</td>
<td><a href="http://www.stratagene.com/">http://www.stratagene.com/</a></td>
</tr>
<tr>
<td>SuperBioChips</td>
<td>Tissue microarrays</td>
<td><a href="http://www.tissue-array.com/">http://www.tissue-array.com/</a></td>
</tr>
<tr>
<td>Takara Shuzo Co Ltd.</td>
<td>Microarray supplies</td>
<td><a href="http://www.takara.co.jp">http://www.takara.co.jp</a></td>
</tr>
<tr>
<td>Telechem International</td>
<td>Microarray and spotting supplies</td>
<td><a href="http://arrayit.com/">http://arrayit.com/</a></td>
</tr>
<tr>
<td>Virtek Vision</td>
<td>Microarray scanners</td>
<td><a href="http://www.virtek.com/">http://www.virtek.com/</a></td>
</tr>
<tr>
<td>Vysis</td>
<td>Microarrays, microarray scanners</td>
<td><a href="http://www.vysis.com/">http://www.vysis.com/</a></td>
</tr>
<tr>
<td>Xanthon</td>
<td>Microarray detection and analysis</td>
<td><a href="http://www.xanthoninc.com/">http://www.xanthoninc.com/</a></td>
</tr>
<tr>
<td>Xenometrix</td>
<td>Cell-based microarrays</td>
<td><a href="http://www.xeno.com/">http://www.xeno.com/</a></td>
</tr>
<tr>
<td>Zyomyx</td>
<td>Protein biochips</td>
<td><a href="http://www.zyomyx.com/">http://www.zyomyx.com/</a></td>
</tr>
</tbody>
</table>

II. ADVANTAGES OF DNA MICROARRAYS

A large number of molecular techniques have been used to assess differential gene expression. Many of these are termed open systems because they require no specific sequence information to generate a gene expression profile (they are open to discovery of new genes). Several important examples include serial analysis of gene expression (SAGE), differential display (DD), representational difference analysis (RDA), and subtractive suppression techniques (SSH). It is also possible to subtract large cDNA libraries by electronic subtraction (digital differential display; DDD). While open systems clearly have advantages for gene discovery, they are usually labor intensive, have a high rate of false positive results (in particular DD), and are difficult and tedious to perform. Furthermore, most of these methods are biased toward detection of highly expressed genes. For SAGE, hundreds of thousands of small gene tags (10 to 13mers) must be sequenced and analyzed, yet expression data for many low abundance RNAs may not reach a sufficiently high level for statistical significance. In contrast, microarrays are considered closed systems because sequence knowledge of genes or ESTs is provided prior to construction (arrays are closed to discovery of new genes). Considering the high representation of the estimated 34,000 human genes by EST clusters (e.g., in the UniGene and Incyte LifeSeq human databases) and the completion of the first draft of the human genomic
sequence [1, 2], the use of closed systems no longer appears to be a major disadvantage. The same is true for the 40 or more other organisms whose genomes have been sequenced. It is unclear what percentage of human genes is not represented in public or private cDNA and EST databases (LifeSeq, UniGene, GenBank, embl, etc.). The analysis of the first draft of the human genome provides all the necessary data and is publicly available. Online genome resources are also available for many other organisms including the mouse, rat, zebrafish, Drosophila melanogaster, Caenorhabditis elegans, and Saccharomyces cerevisiae and many pathogenic microorganisms at Nature magazine’s genome gateway. Known genes and ESTs can be mapped and annotated, and the function of novel genes can be predicted from the genomic sequence, even if no representative cDNA fragment has been cloned. The human genome is about to become a closed system, with all the necessary sequence information provided. Microarrays are already taking advantage of fully sequenced genomes [18]. The major advantages of microarrays are that they are high-throughput, versatile, and fast. Arrays are also relatively easy to use and manufacture, and they can be reasonably cheap (after an initial investment in equipment necessary to produce, hybridize, and/or scan arrays). Anyone can design or purchase (see below) their own custom arrays, regardless of their specific interest.

III. MAJOR DNA ARRAY FORMATS: SOMETHING FOR EVERYONE

Several major microarray formats have been used in the past, and new and increasingly sensitive formats are constantly being developed. For decades, genes, clones, or DNA fragments have been spotted onto nylon membranes in an arrayed fashion [24]. However, the breakthrough for cDNA expression microarrays occurred with the use of DNA molecules (primarily oligonucleotides and PCR products) immobilized or synthesized on glass surfaces. Although these modern arrays have been available for only about 5 years, they have become powerful and popular tools.

A. Nylon Filter Arrays

DNA spotted on nylon or nitrocellulose filters represents the oldest array format. This was the forerunner of modern cDNA filter arrays and has been produced and hybridized for decades. In particular, routine hybridization of filter arrays containing thousands of genomic clones has been used extensively in genomic mapping projects to construct large contigs and to help assemble bacterial and microbial genomes. However, these supports were not called arrays but simply filters. Simple dot or slot blot hybridizations, performed in virtually any molecular biology lab, can actually be considered small-scale filter array hybridizations. However, these experiments usually have a low complexity (i.e., the number of genes spotted ranges from dozens to no more than a few hundred). Many research projects using DD, SSH, or representational difference analysis (RDA) still utilize self-made dot blot filters as a rapid prescreening method for the evaluation and confirmation of differential gene expression. The average spot size in modern filter arrays has a diameter of 0.5–1 mm. This is considerably larger compared to oligonucleotide chips or
glass-based expression arrays, which have spot sizes that range between 20 and 200 μm.

Nylon membranes are usually hybridized with radioactively labeled nucleic acids (\(^{33}\text{P},^{35}\text{S},\) or \(^{33}\text{P}\)). Although non-isotopic detection of array hybridization is generally possible, it is considerably less sensitive and can result in severe background problems. For these reasons, non-isotopic detection is rarely used for nylon filters.

Despite larger spot formats, filter arrays can still accommodate very large numbers of cDNA fragments/clones. Up to 50,000 clones have been arranged on a single filter set (UniGene set filters I and II from the Resource Center for Genome Research at Berlin, Germany). A number of different filter arrays with >9000 human genes are marketed by Research Genetics. Clontech markets the Atlas Array System, which was among the first filter array products that together with Research Genetics arrays were commercially available at a reasonable price. The first generation of these filters contained only 588 human, rat, or murine genes spotted in duplicate, but they were used by many laboratories. Smaller sets with genes involved in apoptosis or cell proliferation were also available dating back to 1997. Clontech now sells a full palette of different arrays on nylon, glass, and even plastic supports. It also markets the software necessary for data extraction. Proper filter array analysis is performed with the use of a phosphor imager or related technology (Molecular Dynamics, Fuji) and appropriate software for data analysis is mandatory.

A number of software packages are available, but data extraction can be tedious, especially using larger arrays. The alignment of thousands of spots with a grid that is necessary for data management can take hours with very large arrays. Poor hybridization quality and low signal intensities can make perfect spot alignment impossible. Another major disadvantage of filter arrays is that they do not offer the possibility of dual or competitive hybridizations on one array. Data analysis and comparison of several filter hybridizations must take into account the local heterogeneity of hybridization, considerable background, and other artifacts like uneven hybridization that are mainly due to the large format. However, a clear advantage of filter arrays is that they are easily produced in house, and they can be stripped and reused several times. Glass-based microarrays are usually used only once. In comparison to the equipment necessary for production of arrays on glass slides, spotters for medium size nylon membranes (macroarray spotters) are relatively cheap. Furthermore, expensive array scanners that detect fluorescent signals are not necessary, and the required supplies (autoradiographic materials or a phosphor imager plus a few cassettes) can be found in most molecular biology laboratories.

B. High-Density Oligonucleotide Chips

One of the most successful formats is synthetic oligonucleotide microarrays. These high-density arrays are constructed on glass or silicon wafers by a process of miniaturized photolithography [25–27], which was adapted from semiconductor technology. The process synthesizes thousands of different
oligonucleotides directly on the glass or sometimes a silicon substrate (chip). Many chips can be produced in parallel. After completion, the wafer is cut into individual slides, and these are enclosed in plastic devices that facilitate automated hybridization. For these chips, a specialized hybridization device is mandatory. This powerful method was pioneered by Affymetrix in the mid-1990s. One major advantage of this array format is that genes can be arrayed at extremely high density (currently >400,000 features/1.28 × 1.28 cm array). Each feature has a diameter the size of about 20μm. On Affymetrix arrays, each gene is represented by 20 different oligonucleotides from different regions of the gene (perfect match oligos; PM). Affymetrix arrays also include oligonucleotides with a single base exchange in the middle (mismatch oligos; MM), which prevents specific hybridization and, therefore, minimizes the number of false positives. Signal intensities derived from the MM oligos are subtracted from those derived from the PM oligo set. The result indicates the expression level of a particular gene, and if a gene is considered as present or absent in a particular sample. The large probe volume (>200 μl) and the constant mixing of the sample throughout the hybridization process in the proprietary fluidics station help to minimize artifacts that are frequently observed in other array systems (e.g., local depletion of probe leading to low individual signal strength on large arrays). Arrays for a number of different organisms are available, including humans, mouse, rat, Arabidopsis, Drosophila, S. cerevisiae, and Escherichia coli. Affymetrix also offers specialized chips such as those for detection of p53 mutations in human cancer or SNPs. For the human genome, several arrays that cover the named human genes as well as unnamed ESTs are available. The full set of human genes offered by Affymetrix comprises 5 chips with 12,000 genes/oligo sets each.

Analysis of Affymetrix expression data is performed with the proprietary Jaguar software package. Other programs are also available (ArraySuite). Spots are located by an automatic grid algorithm, but can also be manually defined by the user. This can help to reduce the impact of hybridization artifacts. The program also automatically performs data normalizations using either the sum of all data points (global normalization) or selected controls, which can be defined by the user. Furthermore, statistical measurements can be performed that allow interpretation of individual spot intensities. Links to spot content information are provided. However, the sequence information for the oligos used for detection is not provided. Occasionally, errors have been detected in oligonucleotide sequences and are replaced in subsequent versions of these chips. In-depth analyses of individual chips can eliminate potential artifacts, which include identification of cross hybridizing probes and image processing errors [28]. Affymetrix also maintains a central Laboratory Information Management System (LIMS) that offers tools for data mining and interaction with other users of their GeneChip systems.

Although Affymetrix chips have been used with considerable success in profiling gene expression, they also have disadvantages. Individual chips are still relatively expensive and cannot be reused. RNA labeling by biotin incorporation prior to hybridization can be tedious and time-consuming. It also requires considerable amounts of RNA. Parallel hybridizations of two samples cannot be performed, and data analysis is totally dependent on the
Affymetrix software packages and workstations. The system including the hybridization station, the chip reader plus computer workstation, and software is expensive and smaller labs cannot easily afford this technology. The proprietary kits for mRNA labeling can also contribute to render this technology cost-intensive. For that reason, larger institutions usually buy one system for a central chip analysis facility.

Another disadvantage of oligonucleotide chips is that they cannot be readily constructed in most research laboratories. However, this fact can also be considered an advantage. Because only a few different Affymetrix chip designs are sold worldwide, results from different labs can easily be compared. Reproducibility and a standardized chip design will be critical for novel initiatives that intend to generate and collect information on gene expression on a wide variety of human diseases and cancers. For instance, the International Genomics Consortium (IGC), funded and headed by the National Human Genome Research Institute (NHGRI), has considered using Affymetrix oligonucleotide arrays to generate standardized and comparable data that will eventually be stored in one database that would be publicly accessible to academic researchers.

Affymetrix now offers custom-designed oligonucleotide arrays using a specialized spotting technology that is more versatile. However, in the near future, the “lab-on-a-chip” approach could allow the massive parallel design of up to 40,000 different oligonucleotides on a single glass array directly by the user (e.g., FeBiT or Ferrarius Biotechnology, Mannheim, Germany; Caliper Instruments, Mountain View, CA; Agilent, etc.). Comprehensive information on this issue is available at www.lab-on-a-chip.com. In FeBiT’s lab-on-a-chip approach, chip synthesis, hybridization, and data analysis are consecutively performed by the same machine. A considerable disadvantage of this system is that only one chip at a time can be synthesized by photolithography and hybridized, and of course, these systems will be expensive. However, chips can be reused, and the master files for production of novel chips can be used many times. Master files can also be easily modified so that new genes can be added or others omitted.

A similar novel development in photolithographic chip production is the use of virtual masks that replace the photolithographic masks used by Affymetrix. A set of lasers and an array of micromirrors is used to design a custom oligo microarray overnight. The method, Maskless Array Synthesizer (MAS), was pioneered at the University of Michigan, and is now developed at NimbleGene Systems (Madison, WI).

C. Spotted Arrays

The third major microarray format consists of PCR products, plasmids, and more recently, oligonucleotides that are spotted onto pretreated glass microscope slides. The DNA on these arrays can be bound covalently or electrostatically to the glass surface. A decisive factor for the success of spotted arrays was the simultaneous development of quantitative fluorescent labeling methods that enable the user to detect two or more labeled RNA samples in
parallel on one array. This beautiful concept clearly facilitates data analysis and evaluation of differential gene expression. The ratios of differential expression obtained by this method can usually be confirmed by other techniques (RT-PCR, Northern hybridization). RNA labeling is comparably fast and easy to perform using dyes and labeling protocols that have been adapted for this purpose. The first glass arrays and detection methods were developed in the laboratory of Patrick O. Brown in the mid-1990s [29–32]. DNA fragments were and still are primarily generated by PCR amplification of cloned cDNA inserts in bacterial vectors. Printing or spotting of DNA is accomplished using special print heads, pins, and robotic devices (spotter or arrayer) to deposit small droplets (100–300 nl) of DNA solutions, which generate spots with diameters between 50 and 300 μ. Spot size largely depends on the pins used and can be controlled by the user. However, spot sizes deposited by this method can vary considerably. Affymetrix developed a “pin and ring” technology that guarantees defined and even spot sizes and DNA deposition. In this method, a stamp rather than a metal pin is used to print DNA solutions on glass surfaces. Alternatively, a number of different ink-jet techniques have been developed. These are usually combined with oligonucleotide synthesizers [33, 34]. Packard Biosystems (Meridian, CT) developed a piezoelectronic dispensing technology to print exactly defined volumes of DNA solutions that generate spots with minimal size variations. Printing occurs “on demand,” controlled by an electronic signal. This non-contact printing process (Packard’s BioChip Arrayer) is expected to be used for protein chips as well.

Different strategies for immobilization of DNA on glass surfaces have been used, but a common and inexpensive method is to coat ordinary microscope slides with poly-L-lysine. This is performed easily in any lab. Alternatively, one can purchase glass slides precoated with a number of different chemical substances. Samples of RNA or DNA from the experimental and control groups can be labeled with different fluorophores and co-hybridized on the array. The most widely used dyes are Cy3 and Cy5 (CyDye; Amersham Pharmacia Biotech). ALEXA dyes (Molecular Probes Inc.) are available in a wide range of different excitation and emission wavelengths. They provide robust fluorescence signals and are easy to use. ALEXA dyes are usually indirectly coupled to cDNA or protein molecules. Other dyes including BODIPY dyes, fluorescein isothiocyanate (FITC), or rhodamine are used less frequently. Regardless of which dye is used, the false color images generated by array scanners are usually defined as red and green. Genes that are not differentially expressed in both samples appear yellow due to the combination of similar intensities in both red and green channels (provided the channel intensities have been normalized). Predominantly red or green colors indicate higher intensity in one channel compared to the other, and therefore, differential expression of the gene printed on that spot.

Fluorescent signals are detected using specialized array scanners that contain at least two lasers with different wavelengths (Axon Instruments; Packard BioSystems, Molecular Dynamics) and a set of appropriate photomultiplier
tubes (PMT) to detect the signal. A single image file is generated for each channel. Array analysis software packages (GenePix, ScanAlyze, ScanArray, ArrayVision, LifeExpress, etc.) use the single-channel input files to generate dual false color images by a simple overlay technique that combines data from both fluorescence channels. In a second critical step, intensity data are processed, normalized, and compared. Different methods and strategies for data collection, normalization, and computational analysis of microarray data have been recently reviewed by Quackenbush [21]. For analysis, researchers frequently transfer array data directly to a central array database (Oracle or Web-based databases) and perform normalization, quality control, background determination, multiple array comparison, and statistical evaluation with the help of proprietary or in-house designed software. A good example is the National Cancer Institute (NCI) Array Web site. A similar site including databases and other resources was developed by the NHGRI. Array data can also be mined with commercial software packages including Spotfire, GeneSpring, Mineset, and SAS.

D. Spotted Oligonucleotide Arrays

Within the last year, the use of arrays containing spotted oligonucleotides constantly grew. Usually, single-stranded oligonucleotides between 25 and 80 bases long are used. In comparison to PCR products, oligonucleotides offer easier optimization of hybridization kinetics and guarantee standardized DNA concentrations for spotting, which results in defined amounts of DNA immobilized per spot. Proper selection of oligonucleotide also helps to minimize the number of cross-hybridizing probes on the chip. Several companies already offer oligonucleotide arrays spotted on glass (Affymetrix, Operon, etc.). The first full genome chip for yeast using spotted oligonucleotides has been produced and was marketed by Operon. The first complete genome chips for humans using spotted oligonucleotides were recently introduced by Rosetta Inpharmatics, Inc. (Kirkland, WA) [18]. Rosetta’s FlexJet technology allows the production of arrays of tens of thousands of oligonucleotides synthesized in situ by an ink-jet printing method (adapted from Hewlett-Packard), employing standard phosphoramidite chemistry [33]. In general, 60–70 mer oligonucleotides are sufficient to reliably detect transcript ratios at one copy per cell in complex biological samples. Results using a single, carefully selected oligonucleotide per gene correlate closely with those obtained using cDNA arrays. Most of the genes for which measurements differ are members of gene families that show alternative mRNA processing. These splice variants can only be distinguished and analyzed by oligonucleotides [18]. The ink-jet technology has also been modified by Agilent, Inc. (Palo Alto, CA) to produce high-density arrays that contain up to 14,000 cDNAs/array. The advantages of these systems are uniform spot sizes and the extremely rapid production of arrays. In parallel, Agilent also developed a lab-on-a-chip system that uses Rosetta’s FlexJet technology to synthesize and print up to 8500 different oligonucleotides in situ. A number of commercial suppliers offer bulk oligonucleotide production at reasonable prices for custom
array design or software to design and optimize oligonucleotides in the lab. Oligonucleotide arrays will become increasingly important with decreasing production costs for bulk orders of small-scale oligonucleotide synthesis.

The use of oligonucleotide arrays also means that the tedious process of choosing, ordering, growing, freezing and amplifying thousands of bacterial clones with cDNA inserts will become obsolete. For many labs, this might be sufficient encouragement to join the growing list of universities or industries that have developed their own core array production facilities. The falling prices for custom oligonucleotide synthesis are also an invitation to settle on oligonucleotide chips rather than spotted Patent Cooperative Treaty (PCT) products.

E. Novel DNA Array Technologies

A number of novel technologies have been introduced in the past months that increase array sensitivity and sample throughput. For instance, 3D microarrays have been developed at the Argonne National Laboratory in collaboration with the Russian Engelhardt Institute of Molecular Biology. Thousands of microscopic 3D gels are affixed to glass slides. Each pad contains a defined cDNA sequence and allows thousands of simultaneous biological reactions on the chip. This approach might be interesting as a sensitive and cost-effective alternative to other biochips in clinical research. Similar gel-pad arrays are also developed at Motorola BioChip Systems (Northbrook, IL). A completely different 3D approach was developed by Illumina, Inc. (San Diego, CA). For this technology, thousands of individual microscopic glass fibers are chemically etched to create microscopic wells at the end of each fiber. These fibers are combined with beads that, in a separate process, can be coated with specific sensor molecules such as DNA fragments or peptides. Fibers loaded with beads can then be arranged to match the layout of 96-, 384-, and 1536-well microplates. Many of these fiber-optic bundles can then be combined to create larger structures. Up to 3 million individual assays can be performed in parallel in a single experiment. This technology has been primarily developed for high-throughput genotyping, but can also be used for expression profiling. One major advantage of the Illumina's design is the extreme flexibility in terms of the nature of immobilized molecules as well as the possibilities of user-defined variations from experiment to experiment. Corning, Inc. (Corning, NY) developed another 3D array system that consists of a honeycomb-like glass substrate that offers thousands of individual, microscopic reaction cells. These cone-shaped structures serve as reservoirs that hold increased amounts of cDNA sequences or other molecules. This design helps to increase the sensitivity of detection in hybridization experiments. Corning also developed a printing technology that allows the simultaneous stamping of 10,000 individual elements in about 1 minute. Basically, each pin used for printing delivers its contents to just one opposing channel or reservoir on the glass slide. This method minimizes cross contamination that can occur with ordinary arrayers.
IV. WHAT IS THE BEST WAY TO INTERFACE WITH MICROARRAYS?

The decision to use microarrays should be considered thoroughly. There are many different levels at which a lab can use gene chips. These range from outsourcing (the possibility with the least direct handling) to establishment of a core facility for microarray production and analysis.

A. Mining The Existing Information

Considering the increasing availability of published data on global gene expression profiling, it might be advantageous to mine existing data rather than undertake new microarray experiments. There were 27 publications on microarrays in 1999, and in 2000 the number swelled to 97. In 2002, there was a dramatic increase to 1900. Recently published studies using microarrays have cataloged lists of hundreds of genes that are differentially expressed as a result of drug treatment or human disease [35-40]. This trend will certainly continue in the future.

These large gene or clone lists can be downloaded from supplementary Web pages that contain the original “raw” data sets. For example, vast data sets of genes that are expressed in different human tissues and human diseases (mostly cancer) can be downloaded from the SAGE databases at NCBI or the Cancer Genome Anatomy Project (CGAP). No laboratory can evaluate all interesting candidate genes that have been identified in these studies. Therefore, after comprehensive expression profiling (even if done by others), it is necessary to return to the traditional one gene–one paper strategy and carefully identify biological functions of novel candidate genes. This is particularly important if one considers that the vast majority of the 12,000 named human genes are described in only one publication and most of these contain little or no information on biological function. The remaining two-thirds of human genes are not named and await future characterization.

These thoughts are not intended to discourage use of arrays. They are just a reminder that microarray experiments are not appropriate for the detailed biological and biochemical characterization of novel genes. The important but difficult task of gene characterization will continue for many years after completion of the human genome sequence.

B. Commercial Array Hybridization Services

Often, outsourcing of microarray experiments to commercial service labs is the best, fastest, and cheapest alternative. Incyte Pharmaceuticals, Inc. has offered custom array hybridization for a number of years. All that is necessary is to provide two or more RNA samples to Incyte, and a few weeks later a list of genes that are up- or downregulated is returned. This approach can be fast and successful, yet still affordable [41]. This is extremely important because it allows the devotion of time and resources to confirming differential gene expression and assigning biological meaning to specific candidate genes. This process can be far more time-consuming than the initial identification of candidate genes.
C. Commercial or Self-Made Microarrays

For laboratories that are interested in hands-on array work, plenty of commercial alternatives are available. However, with constantly increasing numbers of new commercial suppliers offering a wide range of different array formats or custom arrays, it is necessary to do a thorough cost/time analysis. It is also worthwhile to develop some practical experience with filter or glass array hybridization before deciding which system to use for expression profiling. If a large number of chips are necessary, in-house production will definitely help to reduce costs — even if the necessary equipment for start up is expensive. Frequent use of commercial arrays is costly. For experiments that do not need to be repeated many times, the use of commercially available chips (or even an array service) might be a wise decision. However, a problem can arise with specimens or cells that are characterized by significant biological diversity (like human tissues or tumor biopsies). In these cases, it is necessary to repeat hybridizations many times to get an idea which natural fluctuations in gene expression can occur. For this reason, a cheap source of microarrays is advisable, which makes these experiments affordable.

D. In-House Production of Microarrays

Large customized microarrays in various formats (filter- or glass-based) can be synthesized in many research labs. An ordinary glass microscope slide (25 x 75 mm) easily accommodates up to 23,000 spots. It is possible to print all of the genes in the human genome on just two slides and even have space for controls and duplicate spots. Although a few labs might be interested in producing complete genomic chips, most will definitely focus on smaller arrays; for example, for specific pathways (apoptosis or cell cycle related genes). In-house production of microarrays is an interesting opportunity to speed up throughput of hybridization experiments that otherwise would have to be performed the traditional way. For academic institutions, the cost-saving possibility of ordering hundreds or thousands of clones royalty free from the IMAGE consortium (or related organizations) might be an important issue. One has to be aware that the purchase of chemicals and equipment necessary for generating thousands of PCR products from these clones (PCR machines in 96- or 384-well format, plus considerable amounts of Taq DNA polymerase), printing on glass slides (arrayers), and feature detection (scanners) require sufficient funding and wide utilization to be cost-effective. Central core facilities that serve the special needs of a number of research labs within an institution are the best way to deal with this situation. The Rockefeller Institute maintains a list of such academic facilities.

When it comes to gathering specific information on a limited number of individual target genes or defined cell signaling pathways, a small gene array designed in house can be far more flexible and cheaper compared to commercial arrays with scores of clones or oligonucleotides. Thousands of arrays can be produced once the DNA has been generated that is used for spotting. This approach is appropriate for academic institutions or companies that are involved in drug design targeted to a limited set of genes, such as the family of tyrosine kinases or phosphatases [42, 43]. A full set of all known members
of a certain gene family can be arrayed or spotted and used to screen for effects of hundreds of different drugs in dozens of different cell lines or tissues [44]. Similar experiments have been performed using peptide chips that contained a number of recombinant kinases. Kinetics of phosphorylation reactions could be measured and quantified directly on the chip [45, 46]. This approach is also useful for the generation of tissue-specific arrays or arrays of genes from defined chromosomal regions [47] or diseased tissues [48, 49]. To generate microarrays in the lab, there exists only one limiting factor: exact sequence information and/or a large number of cDNA clones must be available. Labs that perform open techniques to identify differential gene expression (DD, RDA, SSH, SAGE) might also be interested in small custom arrays, because cDNA libraries and other collections of clones from past experiments can be easily printed on identical chips and used to confirm differential expression in the original cells or tissues of interest [50]. This approach offers very high throughput compared to the more conventional evaluation methods including dot blot or Northern hybridization.

Despite these obvious advantages of self-made arrays, there are also a number of disadvantages. There are many opportunities for human error and technical problems in microarray production. For instance, errors exist in the clone collections used for the generation of DNA fragments. In part, mislabeling and inappropriate handling of clones by lab personnel can lead to such problems. Clones can also be contaminated by other clones. Bacteria can easily contaminate other wells in the 96- or 384-well plates that are commonly used for storage, growth, and transfer of clones. In PCR amplification that is used to generate the DNA fragments that are used for spotting, contamination can also be an issue.

Between 1 and 5% of all bacterial clones even in well-maintained clone sets are estimated not to contain the sequence they are supposed to contain. These rates can go up to 40% in other libraries. Very high error rates have been found in clone sets from some commercial suppliers (e.g., Research Genetics). For this reason, it is advisable to purchase sequence-verified clone sets, which are available from a number of companies and non-commercial suppliers (e.g., Incyte, Lion Bioscience, etc.). Alternatively, a lab might be interested in sending out its own clone set for sequencing. It might be worthwhile to pay for sequence information in order to avoid the risk of wasting precious time with results that cannot be confirmed. Even with sequence-verified clone sets, handling errors cannot be excluded. With every freezing and thawing cycle, the risk of bacterial cross contamination increases. Therefore, it is necessary to confirm cDNA results by other techniques, e.g., conventional or real-time RT-PCR, in situ hybridization, fluorescence in situ hybridization (FISH), or Northern blot analysis.

An expensive, but increasingly interesting alternative to bacterial clones is the use of oligonucleotides for spotting. It would be extremely useful to make databases publicly available that contain sequence information for suitable 60–80 mer oligonucleotides for all human genes, which can be used for array production. To date, no such database exists. The >2 million oligos designed by Rosetta Inpharmatics would be an extremely valuable and time-saving resource for academic researchers. However, a number of computer programs
have been developed that can be used to define optimal oligonucleotides. Some of these are shareware available at no charge.

V. MICROARRAYS AND PHARMACOGENOMICS: REVOLUTIONIZING DISCOVERY OF NEW DRUGS AND GENE FUNCTION

Progress in sequencing of the human genome has made the full set of genetic information available for pharmacogenomics. This sequence data will be invaluable for development of novel drugs for treatment of human disease. There are at least three major applications for microarrays in pharmacogenomics. First, microarray experiments aid in discovery of new drug targets. They simultaneously compare expression of thousands of genes in normal versus pathologic tissue. Genes that are uniquely expressed in disease and are potential targets for drug development can be identified. These same genes are, in principle, also interesting as potential early detection markers for diagnostic purposes. Secondly, arrays are used to clarify molecular mechanisms of drug action and to predict drug efficacy and toxicity. By monitoring differential gene expression in response to drug treatment, arrays identify clusters of genes that define specific signal pathways. Finally, arrays are used to catalog genetic polymorphisms in a population. As information accumulates to link specific polymorphisms with differences in drug responsiveness, it may become possible to customize treatment of individual patients.

A. Discovery of Drug Targets

Knowledge about where and when a specific gene is expressed can provide clues regarding its importance in pathogenesis. Such information can implicate a specific gene as a potential target for drug therapy. For example, microarrays have been used to compare gene expression profiles in osteosarcomas with low versus high metastatic potential [51]. These studies identified 53 RNAs that were differentially expressed. One of the genes that was upregulated in metastatic cells encoded ezrin, a potential target that regulates motility, invasion, and adherence of cancer cells. Although altered expression can link a gene to a specific disease, it does not definitively implicate the gene as an etiologic factor. Many co-regulated genes are altered as a consequence rather than as a cause of disease. Targeting drugs to these genes may reduce symptoms, but they may not interfere with the underlying cause of disease. Potentially important drug targets can be validated using animal models (reviewed in reference 52). For example, it is possible to systematically compare gene expression profiles in normal mice versus those that over express a specific transgene, or mice that have a targeted gene disruption. In this regard, expression profiling has been used to identify genes with altered expression in mice deficient in high-density lipoprotein [53].

Several of these genes regulated steroid metabolism and oxidative processes. The impact of genomic methylation on gene expression has been studied using fibroblasts from DNA methyltransferase defective mice [54]. Using mouse cell lines and an in vivo mouse model for cancer progression
and metastasis, a strong correlation was shown between genes activated by NF-κB and those that were overexpressed in metastasis [55]. Another example is the analysis of the time course of inflammation-related gene expression in the mouse urogenital tract [56]. Similar approaches can be performed using yeast [57]. Yeast mutants that are defective in calcineurin, immunophilins, or other genes were treated with the immunosuppressants cyclosporin A or FK506. In these studies, the presence or absence of a drug-induced pattern of altered gene expression could establish whether the mutant gene was required to generate the drug signature.

Another application of microarrays is that they allow one to profile expression of a specific gene in many different tissues, which may be important for selection of drug targets. Highly tissue-specific expression of a potential target is attractive because it would minimize the potential for side effects in other tissues. For example, Miki et al. [19] analyzed tissue-specific mRNA gene expression in 49 different mouse tissues, and they were able to define sets of genes that ubiquitously expressed in many organs as well as genes that are uniquely expressed in a particular tissue. A novel use of microarrays involves gene transfection by culturing cells directly on an array chip [58]. Cells growing on a spot of DNA take up and express the respective gene. The transfected clones are then examined for biological changes in response to each of the arrayed DNAs. Arrays using living cells are also being developed by Cellomics, Inc. (Pittsburgh, PA). Cellomics’ CellChip system consists of a micropatterned chemical array to which cells are attached, and a reaction chamber that contains a fluid delivery system for delivering drugs and other reagents directly to the cells.

**B. Mechanism of Drug Action**

Gene expression microarrays are potentially useful for investigating the mechanism of drug action and for predicting toxicity. Gray and co-workers have used microarrays to screen for targets of different protein kinase inhibitors in yeast [44]. In these studies, most genes that were downregulated by different inhibitors were involved in cell cycle progression. However, each specific inhibitor also induced distinct changes in RNA profiles, which suggested different modes of action. In another study, microarray analysis was performed on yeast after treatment with the alkylating agent methyl methanosulfonate [59, 60]. Then 400 of the 6200 genes analyzed were up- or downregulated. When 50 were selected for validation by Northern blot analysis, 48 could be confirmed. Although some of these RNAs were known to be induced by DNA damage, many additional genes were perturbed, which suggested alternate pathways that the cell might use to cope with genetic damage. Cho et al. [61] examined effects of UV irradiation and alkylating agents on global gene expression in human fibroblasts. Not surprisingly, many DNA damage-inducible genes correlate with cell cycle regulatory genes that control progression from G2 to M phase. This approach also identified a number of genes that had not previously been associated with cell cycle progression or arrest, which included a large set of genes involved in extracellular matrix formation and turnover. A recent study combined cancer research, cancer prevention,
and pharmacogenomics. Mariadason et al. [36] examined the effects of the chemopreventive drugs curcumin, trichostatin A, sulindac, and butyrate on gene expression of colorectal cancer cell lines. For each drug, unique expression profiles were identified, which suggested overlapping but different mechanisms of action. Human cell lines have been used as model systems to examine drug action in the NCI60 project. In one study, the gene expression patterns of 60 cell lines derived from different classes of human tumors were generated, compared, and used for cluster analysis to identify tissue-specific expression patterns [62]. These cell lines were also used in the National Cancer Institute’s screen for anticancer drugs [63, 64]. Since 1990, the National Cancer Institute has screened more than 60,000 compounds against a panel of 60 human cancer cell lines that were derived from different tumor types. Detailed information on mechanisms of drug action, toxicity, and drug resistance can be retrieved from the NCI60 database [65].

cDNA microarrays also have the potential to aid in screening drug candidates for toxicity (reviewed in reference 66). Testing large numbers of drug candidates requires a high throughput method that is fast, accurate, and uses minimal amounts of drug. Arrays can identify genes that are up- or downregulated in response to chemotherapeutic treatment, and some of these genes may serve as surrogate markers for toxicity. When used as a prescreen, microarrays can rapidly identify toxic drug candidates and suggest others that are more likely to have low toxicity when tested in animal models. An interesting example for this approach is the identification of genes induced or repressed by different classes of human interferons (IFN) [35]. IFNs alpha and beta induce a very different pattern of altered gene expression compared to IFN gamma, and high doses of IFN can have increased toxicity. These findings provide insight into the basic mechanisms of IFN action and ultimately may contribute to better therapeutic uses for IFNs.

C. Pharmacogenetics

Significant differences exist in both the toxicity of drugs and in their efficacy among individuals. Pharmacogenetics refers to identification of genomic sequence alterations that can modify and/or potentially predict the individual’s response to a drug. Most genes that are involved in drug metabolism are subject to common genetic polymorphisms that might contribute to individual variability in drug response. Genetic polymorphisms also influence drug uptake and activity (reviewed in reference 8). SNPs involve one base pair change and are the most common sequence variation with a frequency estimated at 1/1000 bases. To date, about 2.4 million SNP have been identified. Microarrays have the potential to identify SNPs or alterations in gene copy number that are associated with disease. Brown and co-workers have used microarrays to develop a sensitive comparative genomic hybridization method and have used this technique to compare variation in copy number of breast cancer cell lines and tumors [67]. This approach provides a gene by gene measure of copy number, thus achieving a dramatic increase in resolution compared to chromosome-based comparative genomic hybridization methods.
Microarrays are also useful for identifying SNPs that might be associated with drug susceptibility. Array technology might allow physicians to identify a subset of patients who are most likely to have an adverse response to a drug due to an inherited gene polymorphism, such as a drug metabolizing enzyme. By profiling variations in the sequence of an individual’s DNA, it might be possible to predict the patient’s response to specific treatments [67]. Microarrays might also be used to screen microorganisms for mutations that confer drug resistance. In this regard, oligonucleotide arrays detected mutant alleles of the Mycobacterium tuberculosis rpoB gene that mediate resistance to rifampin [68]. Thus, microarrays have the potential to influence diagnosis of drug-resistant strains and subsequent treatment.

**D. Disease Classification and Cancer Research**

Microarrays have been extensively used to classify diverse types of human disease and in particular human cancers based on their pattern of differential gene expression [40, 69, 70]. Each disease and cancer type or subtype is associated with its own unique pattern of mRNA gene expression. By comparing these distinct patterns, detailed information can be extracted that is useful for understanding and refining molecular diagnosis and therapy. A growing number of publications describe expression profiling of a variety of human cancers. However, thousands of experiments will be needed to analyze, define, and monitor disease-specific expression patterns of these tumor types with sufficient accuracy. For this purpose, the IGC, funded and headed by the NHGRI in Bethesda, Maryland, plans on organizing a large-scale project intended to gather information on gene expression in a wide variety of human diseases and cancers. The IGC seeks to collect microarray data from more than 10,000 tumor samples of different tumor locations that are collected in a number of cancer centers worldwide. These data will be stored in one database that would be publicly accessible to academic researchers.

This project is called EXpression Project for Oncology (expO). It seeks to increase the amount of information on gene expression available to the public as well as improve the benefits and reduce the risk of using genetic information from patients. One mandatory issue will be the use of standardized expression arrays that can be easily compared. Currently, oncologists use many different array types and technologies that are difficult to compare. Furthermore, anonymized, but detailed and comprehensive patient data and clinical records would also be linked to the expression data. Clinical researchers would be able to use these data sets for development of novel diagnostic assays, to improve monitoring of disease progression and relapse, and eventually for drug development.

In any case, a large-scale project as described above would partially duplicate efforts that are already published or in progress. The following section is intended to summarize some examples for interesting projects and experimental data on cancer gene expression that have been recently made available.
I. Leukemia and Lymphoma

Golub et al., have shown that expression profiling is a sophisticated method for pathological diagnosis [69]. They used oligonucleotide array data to classify human leukemias as either acute myeloid (AML) or acute lymphocytic (ALL) without previous knowledge of the pathologic diagnosis. Furthermore, tumors that had previously been misinterpreted as ALL or AML could be identified and correctly classified. The ability to distinguish subtle differences between apparently similar tumors also has the potential to lead to improved therapy.

Microarrays have been used to identify two distinct forms of diffuse B-cell lymphoma based on tumor expression profiles [70]. One profile contained genes expressed at an early stage of B-cell differentiation and was associated with increased survival. The second profile was associated with poor prognosis and included a different set of genes associated with B-cell activation. Thus, microarrays identified two previously undefined, yet clinically different types of cancer, each associated with a different prognosis. A recent study used protein (antibody) arrays for immunophenotyping different classes of normal peripheral blood lymphocytes and a number of different leukemic cells [12]. Cells were directly bound to an array containing antibodies against 50 of the 247 currently known cluster of differentiation antigens (CDs). Patterns of immobilized cells corresponded well with clinical classifications such as chronic lymphocytic leukemia, hairy cell leukemia, mantle cell lymphoma, AML, and ALL.

2. Colorectal Cancer

Expression profiling has been applied by several groups to define different classes, stages, and grades of colorectal cancer [37–39]. Alon et al. [37] and Nottermann et al. [39] used oligonucleotide arrays to analyze global gene expression in normal, preneoplastic adenomas, and malignant colorectal cancer. Kitahara et al. [38] combined laser capture microdissection, linear mRNA amplification, and hybridization of glass-based cDNA microarrays. Array data were confirmed by standard RT-PCR methods. Another Japanese group designed a moderate-sized, colon-specific cDNA expression microarray to confirm differential expression of a large number of candidates that were defined by other methods, which included SAGE, mRNA differential display, and electronic subtraction of cDNA libraries [48]. Interestingly, only a minor fraction of genes identified by these different groups are overlapping. One possible explanation for this observation might be the different composition of the microarrays that were used for expression analysis. Additionally, the biological heterogeneity of the patient samples in combination with different methods of RNA extraction and other technical variations might also account for the striking differences. A larger number of samples and patients needs to be analyzed to show which genes are most consistently overexpressed or repressed in malignant tissue.

A number of groups use a strategy that combines identification of novel candidate genes by microarray hybridization with detailed biological characterization of one or a few of these. For instance, Scherl-Mostageer et al. [71] identified a novel tumor associated gene by a combination of representational
difference analysis and cDNA arrays. The novel gene CDCP1 (cub domain containing protein) represents a transmembrane domain protein with unknown functions that is localized on chromosome 3p21-p23. A different approach was chosen by Lin et al. [72]. A cell culture model system was used to identify genes that are regulated by the beta catenin/T-cell factor pathway. Mutation of the tumor suppressor gene APC (adenomatous polyposis coli) is a common and early event in colorectal carcinogenesis, which leads to constitutive activation of the beta catenin/T-cell factor pathway in preneoplastic and tumor cells. The novel gene AF17 was identified as one of more than 80 genes that respond to this critical signal transduction pathway. Others include well-known genes like IGF2 (insulin like growth factor 2) and cytokeratin K5. Both are overexpressed in many colorectal cancers.

Another important gene that negatively regulates cell growth and promotes differentiation in intestinal epithelial cells is the nuclear hormone peroxisome proliferator-activated receptor gamma (PPAR γ). Gupta et al. [73] identified genes that are induced or repressed by PPAR γ. To induce or inhibit PPAR γ function, highly specific PPAR γ agonists and one inhibitor were used, and RNA expression patterns were analyzed by oligonucleotide array hybridization. The PPAR γ target genes identified included several growth inhibitory and regulatory factors and proteins that regulate cell adhesion and aggregation.

Several studies analyzed expression patterns that correlated with inflammatory bowel diseases (ulcerative colitis and Crohn's disease), and identified a large number of genes that associate with disease progression or genetic susceptibility of affected patients [74, 75]. Interestingly, the two different colorectal inflammatory diseases displayed overlapping, but also markedly different expression patterns.

3. Esophageal Cancer

Genes upregulated in malignant esophageal cancer tissue were identified by Kan et al. [76]. Interestingly, cell lines derived from esophageal tumor specimens differed markedly from cancer tissues. This is probably due to complex biological interactions between tumor cells, inflammatory reaction, and the tumor stroma, which cannot be analyzed using tumor cell lines. The effect of different chemotherapeutic drugs on gene expression patterns of esophageal tumors was investigated by Kihara et al. [77]. Cancer tissues from patients that were treated with the commonly used chemotherapeutic drugs 5-fluorouracil or cisplatin were analyzed using fluorescence-based cDNA microarrays, and statistical approaches were used to characterize genes that correlated with clinical data. A total of 52 genes were identified that showed some correlation with differential sensitivity to drug treatment, prognosis, and survival of patients.

4. Bladder Cancer

Very detailed and comprehensive data on gene expression patterns in superficial and invasive bladder cancer have been published by Thykjaer et al. [40] Different expression patterns are characteristic for superficial and invasive cancers, and also correlate with different grades of bladder cancers (grades I-IV). Furthermore, expression patterns showed several functionally
related clusters that include genes promoting cell cycle progression, growth
factors, cell adhesion and extracellular matrix molecules, and genes that play
a role in inflammation.

5. Prostate Cancer

Important gene expression data have been recently generated for prostate
cancer and premalignant prostate neoplasias. Dhanasekaran et al. [79] ana-
lyzed more than 50 normal and neoplastic prostate samples, which included
benign prostatic hyperplasia and invasive prostate cancer by cDNA microar-
rays. Expression patterns of two strong candidate marker genes, pim-1 and
the protease hepsin, were analyzed using tissue microarrays. The combination
of two related high-throughput techniques is a powerful approach to identify,
confirm, and consolidate data that are important for diagnostic early detec-
tion and potentially treatment. Very similar data have also been published by
Luo et al. [78]. This work identified more than 200 genes that showed statisti-
cally relevant differences in gene expression between normal tissue, preneo-
plastic hyperplasia, and prostate cancer. Interestingly, this group also
identified the serine protease hepsin as a major candidate gene overexpressed
in neoplastic prostatic tissues. Bull et al. [49] used a specialized, prostate-
specific cDNA microarray to analyze gene expression patterns in prostate
cancers and prostate cell lines.

6. Breast Cancer

Tumor gene expression profiles and genes differentially expressed in
human breast cancer were first described by Perou et al. [80, 81]. Functionally
related genes were usually found within identical clusters. Distinct clusters of
genes were identified that share functions in cell adhesion, immunological
responses (e.g., interferon-induced genes), cell cycle response, and differentia-
tion. The association between estrogen receptor (ER) status of breast cancer
tissues and gene expression patterns was analyzed by Gruvberger et al. [82].
Tumors could be successfully classified as ER+ or ER−, according to expres-
sion patterns. Microarray expression data from a total number of 100 genes
was sufficient to clearly identify each tumor class. However, most of the genes
used for discrimination between as ER+ or ER− status were not directly
induced by estrogen or ER. Therefore, ER+ and ER− tumors display very dif-
f erent gene expression profiles that are not exclusively based on the direct
effects of estrogen and estrogen receptor signaling. By microarray hybridiza-
tion, Houghton et al. [83] identified a collection of potential candidate tumor
antigens that were subsequently used for detection of circulating tumor cells in
patients with known metastatic disease. This approach is promising to identify
novel markers that can be successfully applied for detection of minimal resid-
ual disease and monitoring of patients at risk of relapse.

7. Ovarian Cancer

A number of genes upregulated in ovarian cancer were identified by Tapper
et al. [84]. These significant changes not only correlated with tumor malignancy
and progression, but also with differentiation of the tumors.
8. Hepatocellular Carcinoma

Okabe et al. [85] analyzed global gene expression patterns in hepatocellular carcinoma (HCC). The expression patterns of hepatitis B and C virus associated HCC differed markedly from those associated with hepatitis C virus. In both, mitosis-promoting genes were upregulated. Similar to findings in other tumor types, there were a number of genes that associated with different histological types and invasive properties. Similar, partially overlapping data were generated by Tackels-Horne et al. [86] using Affymetrix GeneChips. A total of 800 genes were overexpressed in tumor tissues, and 400 were more strongly expressed in normal liver tissue. However, the authors did verify differential gene expression by RT/PCR or Northern blot hybridization. The role of hypoxia and the importance of hypoxia-related signal transduction pathways in HCC was investigated by Scandurro et al. [87]. This group identified upregulation of integrin-linked kinase (ILK) and glycogen synthase kinase 3 (GSK-3 beta) in response to low oxygen levels. Both GSK-3 beta and ILK play a role in activation of major signaling pathways, which include protein kinase B (AKT), and the Wnt signaling pathway. GSK-3 beta also plays an important role in colorectal cancer [72]. Genes induced by hepatocyte growth factor (HGF, or scatter factor) in hepatocellular cells were identified by microarray analysis by Medico et al. [88]. Overexpression of HGF and oncogenic activation of the HGF receptor c-MET is involved in hepatocellular carcinogenesis and progression. The secreted phosphoprotein osteopontin was identified as a major target of gene activation by HGF. The growth promoting function of osteopontin on liver cells could be impaired by specific antibodies against this protein.

9. Melanoma

mRNA gene expression patterns of malignant melanoma were mathematically analyzed by Bittner et al. [88a]. Groups of genes were identified that clearly distinguish highly aggressive melanoma from other, less malignant types. This analysis revealed new, previously unknown subtypes of cutaneous melanoma that are defined by typical phenotypic characteristics. Distinct melanoma subtypes might respond differently to treatment or could have different, more or less aggressive metastatic properties.

A small number of tumors of other localizations have also been analyzed by microarray hybridization, which include pituitary adenomas [89] and mesotheliomas [90]. More publications of this kind will certainly be published in the near future.

An important issue that has not been appropriately addressed thus far is the effect of ischemia on gene expression of normal and malignant biopsies that have been removed during surgery. Huang et al. used medium-sized microarrays to investigate the kinetics of altered gene expression at time points up to 1 h after surgery, and found a number of gene groups that are induced by ischemia showing different kinetics [91].

E. Pathogenic Mechanisms

cDNA microarrays have the potential for identifying important molecular changes that contribute to pathogenesis. Using this methodology, groups of
genes may be identified as associated with a characteristic disease. Clustering of these genes can subsequently identify specific signal transduction pathways or related functional changes. In this way, arrays provide insight into the molecular alterations that cause or accompany pathogenesis. For example, microarrays and cluster analysis have identified groups of genes that are expressed differentially in normal breast or colon tissue relative to their malignant counterparts [37, 39, 81]. To directly address the etiologic importance of a specific RNA, it can be inhibited or overexpressed in cells and the resulting gene expression profiles can be compared. For example, microarrays have been used to search for RNAs whose levels are altered in response to inducible expression of the Wilms tumor suppressor protein (WT). These experiments identified amphiregulin, an epidermal growth-factor-like molecule, as an important target of the tumor suppressor WT [92]. In another study, mouse keratinocytes that contained a targeted disruption of the epidermal growth factor receptor gene failed to progress to papillomas or carcinomas after xenografting to nude mice. Microarray analysis determined that among others, the cyclin-dependent kinase inhibitor p27 and insulin-like growth factor binding protein 2 were upregulated specifically in the knock-out cells [93].

Microarrays have also been used to study the pathogenesis of infectious diseases (reviewed in reference 94). Many microbial genomes have been completely sequenced and sequence information to generate comprehensive microbial arrays is available.

Microbial or viral arrays have the potential to identify genes associated with important properties such as virulence or latency (as an example, see reference 95). Microarrays of host genes have led to an increased understanding of microbial pathogenesis. For example, infection of macrophages with either Salmonella typhimurium or purified lipopolysaccharide (LPS) results in expression of the same subset of cytokine genes [96]. This indicates that LPS is important for stimulating the early response of macrophages to bacterial infection. In other studies, expression of human papillomavirus type 16 E6 and E7 proteins activated expression of NF-κB regulated genes, diminished expression of many IFN-regulated genes [97], and inhibited genes induced by transforming growth factor β2 [98]. These experiments demonstrate that microarrays are useful for dissecting cytokine-mediated signal pathways that are altered in response to microbes.

F. Discovery of Gene Function

The overall pattern of gene expression can suggest clues to the function of newly identified genes. Genes that are expressed similarly (increase or decrease due to a common circumstance) are likely to be functionally related. Gene expression patterns can be compared by clustering software (self-organizing map, hierarchical clustering, K-means clustering, and principle component analysis algorithms) that sort gene expression data by similarity. A prerequisite for clustering is a data set that consists of a preferably large number of array experiments using either different conditions (increasing drug concentrations or increasing incubation times) or multiple experiments with biological material from different sources (different patients). Genes that
show similar expression patterns are placed close to each other in groups or “clusters” [99]. A recent review describes many of these “higher level” gene expression analysis tools in detail [21]. Using clustering algorithms, co-expressed genes can be identified, and the function of previously unidentified or unknown genes may be inferred. For example, Cho et al. examined genome-wide expression during progression of the cell cycle in *S. cerevesiae* [61, 100]. Over 6% of genes were cell cycle dependent. Of these, 60% were known to vary during the cell cycle. The remaining 40% were newly described. Many of these genes have human homologs suggesting similar functions in humans. Similar sets of genes can be identified in almost all large-scale microarray experiments. Usually, the potential importance of a cluster is defined by a subset of genes with well-established biological functions. Other genes that show similar expression patterns might have related functions, or at least related regulatory mechanisms. Hughes et al. described a method for gene discovery via a compendium of expression profiles [101]. They constructed a reference database of expression profiles corresponding to 300 diverse mutations and chemical treatments in *S. cerevisiae*, and showed that the cellular pathways affected can be determined by pattern matching, even among very subtle profiles.

Miki et al. [19] characterized gene expression patterns in 49 adult and embryonic mouse tissues by using cDNA microarrays that contain 18,816 full-length mouse cDNAs. Cluster analysis was used to define unique or overlapping sets of genes that are characteristically expressed in diverse mouse tissues. Furthermore, cluster analysis revealed that genes coding for known enzymes in 78 different metabolic pathways usually showed strong coordination of expression within the pathways among very different tissues. Unknown genes can be grouped into such functional or metabolic classes by similarity of their gene expression patterns with those of genes with known enzymatic function.

Despite the advantages in identification of co-expressed genes that might implicate similar functions, microarrays are often of less help in actually confirming the molecular function of novel genes. For example, IFN-induced genes represent a large cluster of coordinately expressed genes that can be identified in many different experiments [35, 97]. These genes usually respond to pro-inflammatory stimuli, cell differentiation, and stress, and are also differentially expressed in a large number of human tumors. Analysis of promoter elements within these genes reveals a common sequence, the IFN specific response element. This group contains nameless ESTs as well as some well-defined genes with known function, such as the 2′-5′ oligoadenylate synthetases. The cluster also contains a number of IFN-inducible transmembrane proteins, but little is known about their function. Thus, microarray experiments provide important initial data concerning regulation of mRNA transcription, but they can not replace thorough biochemical investigations of gene function.

**G. Gene Regulation**

Gene expression patterns can provide information regarding transcriptional regulation by identifying common *cis*-acting regulatory elements within the co-expressed genes. Identification of common *cis* elements within the promoters
of co-expressed genes might imply regulation by similar combinations of transcription factors. Transcription factor databases (Transfac, EPD) offer tools to explore promoter structure and also possible complex interactions between different transcription factors that are critical for regulation of mRNA gene expression. With the sequencing of the human genome, promoter sequences for most human genes have become available. Therefore, a promising approach is to combine gene expression profiling by microarrays with large-scale promoter analysis to identify common patterns that might explain coordinate mRNA expression at a molecular level (compare Genomatix, Inc.). Expression data generated from yeast have also been used to pioneer this novel area of genomic research. Statistical algorithms of whole genome RNA data have identified transcriptional regulatory networks in yeast without any prior knowledge of their structure [102]. Microarray analysis during yeast sporulation identified at least seven distinct temporal patterns of gene expression. Consensus sequences that are either known or proposed to be involved in temporal regulation could be identified solely from analysis of sequences of coordinately expressed genes [103].

VI. WHAT CAN GO WRONG IN cDNA MICROARRAY EXPERIMENTATION?

Many factors influence the design and results of microarray experiments, and several important parameters are described below. Technical aspects of microarray experimentation have been reviewed recently [104–106].

A. Sensitivity of Detection

A high level of sensitivity is important for comparison of genes that regulate biological processes. While some RNAs are expressed at high levels (housekeeping genes, structural proteins, or proteins associated with terminal differentiation), many important regulatory genes (transcription factors) normally function at low levels of expression. The sensitivity of detection is influenced by the strength of specific hybridization and the level of nonspecific background. It is also defined by the choice of DNA elements immobilized on the chip or filter surface. Therefore, elimination of DNA sequences that produce hybridization artifacts is a critical issue for chip design.

The use of well-designed oligonucleotides instead of PCR products generated from cDNA clones can strongly reduce the risk of cross-hybridizing probes and other artifacts [33, 34]. Inadequate sensitivity or high/inconsistent background hybridization can also result in an increased rate of false positive or false negative results. This can become a critical issue for macroarrays spotted on nylon membranes. Nylon filters generally tend to generate more background compared to glass microarrays. However, in fluorescent microarray experiments, inappropriate drying of hybridized glass arrays and other technical issues can also lead to severe background problems. In these cases, affected areas have to be excluded (flagged) from analysis. The inclusion of many different samples or experimental groups in array studies can help to
minimize this potential problem. Generally, false negative and positive results can become less deleterious if the experimental objective is to cluster large groups of genes in order to identify regulatory pathways. False positive or negative results are critical to consider if the sample size is limited or if the objective is to identify specific drug targets.

For fluorescent array hybridizations using direct label incorporation, at least 25–30 μg of total RNA or 0.5–1 μg of poly(A) mRNA are necessary. With large amounts of starting material available (e.g., using RNA from cell culture experiments), this is usually not a limiting issue. However, a problem arises with the use of very small amounts of RNA as starting material, for example, from laser capture microdissection [38, 107], embryonic tissues [20], or small organisms like *Drosophila*. In such cases, amplification of either the RNA or the hybridization signal is critical. A number of systems have been developed for signal amplification. The Tyramide system introduced by NEN (Micromax cDNA arrays) uses an antibody-mediated signal amplification method adapted from immunohistochemistry. With the Tyramide system, array hybridizations can be performed with as little as 2–5 μg of total RNA as starting material. Genisphere (Genisphere 3DNA Inc., NJ) markets an oligodendromeric fluorescent signal amplification system [108] that allows array hybridization with as little as 0.5 μg of total RNA as starting material. Radioactive hybridization methods can also be considered as an alternative to fluorescent labeling of cDNA if limited sample material is available. Even for large filter hybridizations, 5–10 μg of total RNA are usually sufficient. As an alternative, RNA can be amplified using a T7-directed linear amplification protocol [38, 109]. This technique has been pioneered by Eberwine and colleagues [110, 111]. Amplification of as little as 2 ng total RNA is possible without generation of major qualitative and quantitative differences in representation of individual mRNAs [112]. The reliability of the RNA amplification can be tested by co-hybridizing amplified and nonamplified RNA samples. Other, nonlinear amplification protocols have been described (Clontech’s SMART-PCR). All of these methods are potentially prone to artifacts that must be carefully detected and eliminated. Time will show which approach proves to be the most reliable.

**B. Choice of Controls**

Changes in mRNA expression must be compared to a standard. Without proper normalization of array experiments, it is difficult to extract reliable expression data or ratios of differential expression. Housekeeping genes are often used for this purpose because it is assumed that they are not significantly altered under most experimental conditions. However, this assumption may be incorrect. Some individual housekeeping genes do vary in expression during different experimental treatments, thus, a large number of housekeeping genes must be analyzed in any one experiment for standardization. For example, expression of beta actin differs by as much as 36-fold between different tumor samples, and marked differences have also been observed for glyceraldehyde phosphate dehydrogenase. Both genes have been used for decades to normalize mRNA gene expression data. A large number of
potentially useful housekeeping genes have been identified and cataloged by Affymetrix [113]. Many of these genes are expressed in different cell types and levels of expression are similar. A second method for determining the baseline level of gene expression is to spike the probe with a known amount of labeled cDNA that hybridizes to the array. This provides an internal standard for comparison. A third useful control is to use nonspecific DNA (plasmid vectors, fragments from unrelated organisms like Arabidopsis or Lambda phages, or poly(A) sequences) spotted on the array. Ideally, the sample should not interact with these targets. One or all of these methods are helpful in determining whether changes in gene expression are significant. Another important control for reproducibility consists of flipping the two dyes that are used for cDNA labeling. This procedure is useful for identifying artifacts due to incomplete sample labeling.

C. Validation of Results

Confirmation of array results by independent methods such as semiquantitative RT-PCR, Northern blotting, RNase protection, Western blotting, or ELISA is important. In recent years, quantitative real-time RT-PCR has become available (TaqMan, LightCycler, iCycler). These rapid high-throughput methods allow quantitative PCR in a 96-well format and significantly speed up the validation process. RNA in situ hybridization is also useful for localization of expressed genes to a specific cell type within the tissue. However, detection sensitivity is frequently limiting. Recently, tissue arrays have emerged as a high-throughput approach to validate specific genes previously identified by DNA microarrays (references 14, 15 and reviewed in references 114-116). As many as ~1000 tissue samples from paraffin blocks can be deposited on a glass slide and simultaneously analyzed for expression of either RNA or protein. The diameter of these tissue samples ranges from 0.5 and 1.2 mm. Larger spots can simplify analysis.

Tissue arrays are an excellent method for extending and confirming microarray results. Tissue arrays have also been used to identify genes that are differentially expressed in hormone-sensitive and resistant forms of prostate cancer. In these experiments, arrays of tumor samples confirmed that the insulin-like growth factor binding protein 2 was overexpressed in 100% of hormone refractory clinical tumors [117]. Tissue microarrays can be produced in any lab that has access to paraffin-embedded tissue sections. Several companies offer arraying services. Other companies offer complete tissue arrays, already mounted on glass slides, for several human tumor localizations. The problem with these commercially available arrays is that clinical patient data for the samples mounted are usually lacking (see below). Therefore, the most important step in good tissue microarray design is careful histological examination of samples by a trained pathologist. Tissue array data with properly assigned clinical follow-up data is extremely useful, whereas specimens of unclear origin are useless. In a typical tissue microarray project, sample requisition can take up to 1 year prior to chip production.
VII. ARRAY-BASED PROTEOMICS: HOW TO INVESTIGATE PROTEIN COMPLEXITY

Although gene expression is regulated primarily at the level of transcription, many posttranscriptional mechanisms significantly influence this process. A logical question is: "Why not focus on protein rather than DNA?" In the following section, this issue will be discussed in depth.

According to a recent report by the Bioinsights consulting group, the international market for protein chips and high-throughput protein analysis will grow from $45 million in 2000 to an estimated $500 million in 2006. In comparison, the cDNA microarray market is expected to reach approximately $1.2 billion in 2006. ([www.smalltimes.com/document.cfm?section-ld=514document-1d=2831). This demand will occur in part from the inability to reliably identify drug targets simply by knowledge of genomic sequences or RNA expression profiling.

Thus far, there have been limited studies that investigate the correlation between protein and mRNA expression. One interesting study investigated this relationship in *S. cerevisiae*. Protein expression levels differed significantly from mRNA levels for many genes. The expected correlation value for all 6000 yeast proteins was less than 0.4 [118]. No comparable data are yet available for higher organisms. It is also clear that changes in protein level do not necessarily reflect changes in protein activity [119]. Moreover, changes in protein activity do not necessarily correlate with changes in specific biological responses within the cell [120]. Thus, a very important issue for protein activity that may not apply for mRNA is the localization of a particular protein within different cellular compartments. A number of posttranslational modifications (phosphorylation, acetylation, cleavage of signal peptides, glycosylation, and myristylation) contribute to the complexity and perplexity in the proteome. Additionally, alternative splicing at the mRNA level further complicates the situation. Consequently, the complexity in the human proteome is expected to range from 100,000 to 1 million different protein molecules [120, 121], in striking contrast to the 34,000 to 46,000 genes [1, 2]. There is growing evidence that drugs perturb cellular processes that are regulated by multiple genes, transcripts, and proteins [119]. Therefore, there is an enormous need for large-scale methodologies in proteomics research. One should also be aware that no known function exists for >75% of human genes [122].

VIII. EMERGING MICROARRAY TECHNOLOGIES FOR HIGH-THROUGHPUT PROTEOME INVESTIGATION: A TECHNICAL OVERVIEW

The generation of protein arrays is far more expensive and laborious compared to cDNA expression arrays, which have become a routine method in many laboratories. The following problems have to be resolved. First, there is no method for protein amplification such as PCR. Second, proteins are chemically more complex and heterogeneous in comparison to mRNAs and DNA. It will be difficult to define general protein detection and immobilization strategies that do not discriminate between specific types of proteins [123]. Third, in contrast to DNA, proteins easily lose biochemical activity due to
denaturation, dehydration, or oxidation. For many proteins, narrow ranges of pH or salt concentrations are critical for enzymatic performance. Fourth, the detection of proteins by antibody–antigen interactions is characterized by a broad range of specificity and affinity. These binding affinities are generally weaker than DNA-DNA or DNA-RNA interactions [124].

A variety of novel experimental methods and different platforms for protein and peptide arrays have been described, most of them in the last year. Emili et al. [124] proposed to classify protein arrays into nonliving and living arrays. The first group consists of a grid of proteins, peptides, or antibodies that offer the possibility of high-throughput quantitation of proteins in complex biological solutions and the screening of discrete biochemical activities. In contrast, living arrays are constructed from cells growing on a grid in an arrayed order. They provide an experimental tool to investigate biochemical and biophysical reactions in the context of a living cell. In the following section, different protein array technologies are subdivided as living and nonliving arrays.

A. Nonliving Arrays

Nonliving arrays have been used for ELISA for decades [125]. Mendoza et al. [126] created multiple small antibody arrays consisting of 8 different antibodies in the format of 96-well plates. Standard ELISA technique and a scanning CCD detector were used to image the arrayed antigens. This strategy allowed parallel incubation and multiplex analysis of up to 96 different samples at once. For the purpose of screening a human fetal brain cDNA expression library, Büssow et al. [127] developed a membrane-based antigen array from a set of 37,830 *E. coli* that express His-tagged fusion proteins. These were probed with antibodies using standard ELISA techniques and analyzed with CCD cameras. The same group also used special transfer stamps that deposit minute drops (5 nl) of purified protein onto small rectangular (25 × 75 mm) PVDF membranes at a density of 300 samples/cm² [11]. Whole expression libraries of arrayed proteins can be screened in a single experiment [128, 129].

de Wildt et al. [130] used the reverse approach by spotting an antibody array with 18,342 immobilized bacterial clones, each one expressing a different single chain recombinant antibody. This technique was developed for identification of recombinant antibodies that bind with high affinity to selected antigens. It also allows for the determination of the strength of individual antigen binding and level of expression for each antibody clone. These antibody selection filters are useful as a novel antibody selection technique and present an alternative to phage display. Filter membranes can also be applied to screen for different biochemical activities on a large scale. Ge [131] used low-density protein arrays that contained 48 highly purified proteins primarily involved in transcription [131]. These arrays were used to study specific interaction of proteins with radioactive-labeled DNA, RNA, ligands, and other small chemicals. More important, these protein filters could be reused by stripping. Filter membranes remain the most applicable platform for protein arrays because of superior protein binding capacity. However, the limiting factors for filter protein arrays are the low resolution and considerable
background problems. Furthermore, it will be difficult to construct high-density protein arrays that are comparable to large cDNA microarrays (density 1000–3000 spots/cm²). Hence, it is difficult to use this technology for applications with limiting sample quantities such as protein expression profiling of tumor biopsies.

B. Glass-Based Protein Arrays

A protein array fabrication strategy using glass surfaces was described by MacBeath and Schreiber [132]. Proteins and antibodies were spotted on a glass surface coated with a cross-linking reagent that reacts with primary amines. Standard robotic instrumentation adapted from cDNA array production was used for spotting. This strategy was used to screen protein-protein or protein-ligand interactions and for identification of specific substrates for several protein kinases. A single spot of the FKBP12-rapamycin binding protein (FRB) could be identified within an array of 10,000 spots containing other proteins. Other modified surfaces such as aldehyde activated, poly-L-lysine, nitrocellulose, or nickel-coated glass slides (for His-tag containing proteins) were also evaluated for the production of protein microarrays [12, 13, 133–136].

Striking differences in specificity of antigen and antibody interactions on glass-based arrays were demonstrated by Haab et al. [135]. Of 115 antibody/antigen pairs, only 50% of the antigens and 20% of the arrayed antibodies provided specific and accurate measurements. In contrast, several antibody/antigen interactions could be detected in concentrations as low as 1 ng/ml. Protein mixtures were labeled with the standard dyes Cy5 and Cy3, which are also used in many cDNA array experiments. This technique allows simultaneous comparison of two biological samples and detection with a standard microarray laser scanner. Thus, the glass slide format allows the design of true high-density protein arrays that are comparable to cDNA microarrays and also compatible with standard microarray instrumentation (robotic spotters, imaging laser scanners, microarray software). A major disadvantage of arraying proteins on glass slides is the risk of protein denaturation due to solvent evaporation.

An alternative glass-slide-based strategy was developed in a joint program between the Argonne National Laboratory and the Engelhardt Institute of Molecular Biology, Russian Academy of Sciences, Moscow [137, 138]. Three-dimensional arrays are produced by immobilization of proteins in tiny gel packets that are dotted across a glass surface. Because of the three-dimensional structure, this approach allows immunoassays, antigen detection, and detection of enzymatic activity with a high efficiency of protein immobilization [139]. This technique uses a homogenous aqueous environment that reduces drying and excludes protein denaturation. Another nanowell technology was applied by Zhu et al. [45, 46] to analyze practically all known yeast protein kinases. Substrates as well as protein kinases were bound to the chip surface using epoxysilane, which reacts with amino groups of proteins. This technology allows the creation of a microenvironment for proteins and is applicable for solution-based assays.
C. Living Arrays

There are only a limited number of reports on biochemical assays carried out on arrayed living cells. The first living arrays were developed by Uetz et al. [140] to study yeast two-hybrid interactions. More than 6000 yeast colonies that expressed different Gal4-fusion proteins were arrayed on a solid medium and used for library screening. Ross-MacDonald et al. [141, 142] characterized 8000 yeast strains from the same genetic background that were mutagenized using yeast transposons. Mutant phenotypes were observed after growth of the arrayed yeast colonies on 21 × 21 cm agar plates under 20 different growth conditions. Living protein array for mammalian cells were produced by Ziauddin et al. [58]. Human embryonic kidney cells (HEK 293) were cultured on glass slides that were spotted with plasmid DNA (expression vectors), which contained a number of different cDNA inserts. Cells growing on particular spots take up plasmid DNA and express the recombinant protein of interest. Each DNA spot had a diameter of 120–150 μm in diameter and was colonized by a of cluster of 30–80 cells. Using classical detection techniques such as autoradiography, fluorescence, and in situ immunofluorescence, the authors were able to identify expression of various proteins involved in tyrosine kinase signaling, apoptosis, and cell adhesion. Additionally, the subcellular localization for many proteins could be determined. Most interestingly, effects of recombinant protein expression on cell phenotype could be addressed using this technology.

IX. CURRENT AND FUTURE APPLICATIONS OF PROTEIN ARRAYS IN DRUG DISCOVERY

Because levels of mRNA and protein do not necessarily correlate in many regulatory processes involving posttranscriptional alterations, it is important to investigate the relevance of a specific protein or groups of proteins in disease. However, there have been few studies to date that describe the application of protein arrays in clinical investigation. Joos et al. [13] used high-density antigen microarrays to detect autoantibodies in the sera of patients suffering from different autoimmune diseases. Huang et al. [143, 144] used low-density antibody arrays on filter membranes to detect cytokines in patient sera. The same arrays were used to analyze conditioned media derived from human glioblastoma U251 cell cultures stimulated with rTNFα. Both approaches used ELISA for protein detection. Compared to standard ELISA, these protein microarrays are considerably more sensitive. The method developed by Joos et al. [13] was one of the most sensitive glass slide-based protein microarray techniques yet developed. This type of antibody microarray could also be used for diagnostic and prognostic studies of disease. To characterize expression of surface CD antigens on leukocytes and leukemia cells, an antibody microarray was developed by Belov et al. [12]. A suspension of unlabeled leukocytes isolated from peripheral blood of patients with chronic lymphocytic leukemia, hairy cell leukemia, mantle cell lymphoma, AML, and T-cell acute lymphoblastic leukemia was applied to an array that contained 60 anti-CD antibodies. The resulting dot patterns were highly characteristic for each hematologic
malignancy. This type of antibody array allows rapid and sensitive immunophenotyping that could be performed in a clinical setting. The intact cells that bound to the array could be further characterized using fluorescent labeled antibodies. Protein microarray techniques that catalog differences in protein expression in various tissues, in different diseases, or as a consequence of drug treatment are a powerful tool for drug discovery. However, these arrays do not elucidate functional characteristics of the proteins.

A. Functional Characterization of Proteins

Many known proteins as well as other hypothetical or predicted proteins have not been functionally characterized. To date, most comprehensive studies of protein function and interaction were carried out with the yeast *S. cerevisiae*, whose genome was sequenced in 1997. Nevertheless, a significant portion of the 6300 open reading frames encode proteins with undiscovered biological function [46]. Presumably, it will be possible to use similar techniques to prepare protein arrays for large-scale protein analysis in humans and higher eukaryotes. An example of successful application of protein arrays in biochemical research is the investigation of protein kinase functions. It is estimated that 2–3% of the eukaryotic genomes encode protein kinases or phosphorylases that regulate phosphorylation of up to 25% of cellular proteins. These proteins are involved in nearly every major regulatory process [145]. Human diseases including cancer, atherosclerosis and immune dysfunctions usually involve mutation, overexpression, or malfunction of at least one protein kinases [146, 147]. Zhu et al. [45] evaluated nearly all known yeast protein kinase (119 of 122) for their affinity to 17 different potential substrates as well as autophosphorylation using a protein microarray. Not surprisingly, the authors found that most protein kinases prefer specific substrates. They also identified a large number of tyrosine kinases in yeast. Previously, only seven yeast tyrosine kinases were known. This is the first genome-wide attempt to analyze a specific protein function using protein chip technology.

Most proteins perform their function as multiple protein complexes. Thus, it is mandatory to analyze protein-protein interactions in order to understand cellular processes. Living protein arrays with nearly all predicted open reading frames (ORFs) of *S. cerevisiae* were used by Uetz et al. [140] to study protein-protein interactions in yeast (see above). Using the two-hybrid system, 192 proteins were screened for putative interaction partners and a total of 281 specific protein-protein interactions were identified. These studies identified a complex network of known and functionally uncharacterized proteins that are involved in functions such as the cell cycle, meiotic recombination, and RNA splicing. Zhu et al. [136] constructed a yeast proteome microarray on nickel-coated glass slides that included approximately 80% of all yeast proteins. Yeast cDNAs were cloned and expressed as fusion proteins with glutathione-S-transferase and a His6 tag. The microarrays were probed with biotinylated proteins and lipids that were subsequently detected using fluorescent labeled streptavidin. The authors identified 39 calmodulin-binding proteins, 33 of which were novel. A total of 150 proteins were shown to bind to various phospholipids. The function of 52 proteins within this group had been
completely unknown. Additionally, some proteins that are involved in glucose metabolism were identified as high-affinity binding partners for phospholipids. This led to speculation that phospholipids could regulate some aspects of glucose metabolism and that some steps of glucose metabolism might occur on membrane surfaces.

B. Mass Spectrometry Based Protein Chip Technologies

Ciphergen’s proprietary reverse-phase ProteinChip uses a number of different surfaces immobilized on small aluminum chips. These absorb proteins by a variety of noncovalent interactions [148]. Therefore, the complexity of proteins in biological samples can be significantly reduced. These chip surfaces probe for hydrophobic, electrostatic (anion and cation exchange surfaces), or metal affinity binding of proteins. In a second step, proteins bound to the surface are analyzed by surface-enhanced laser desorption mass spectrometry (SELDI), and protein profiles are generated that can be directly compared. The resolution of this mass spectrometry-based system is immense, and small changes in protein mass due to glycosylation or phosphorylation can be exactly identified. The SELDI protein chip technology can measure molecular masses with a deviation of less than 0.2%. The system can detect a few femtomoles of protein, and estimate the amount of hundreds of proteins and peptides simultaneously. The system offers a useful and rapid alternative to two-dimensional gel electrophoresis. However, the initial investment cost is high. The major disadvantage (as with 2D gels) is that interesting peaks cannot easily be identified.

SELDI is currently the most commonly used chip-based technology for protein profiling. In one recent publication [149], patient-matched normal, premalignant, malignant, and metastatic cell populations were microdissected from human esophageal, prostate, breast, ovary, colon, and hepatic tissue sections. Reproducible protein profiles could be obtained from as few as 25 cells in less than 5 minutes after microdissection. The authors have shown reproducible downregulation of a 28-kDa protein in most of the cancer specimens.

X. HOW TO DEAL WITH ALL THAT DATA

A major future goal is to develop centralized databases for public distribution of cDNA and eventually peptide array results [22, 23]. However, the lack of standard array formats and analysis protocols until recently interfered with the development of a universal resource. Many different types of arrays exist, and analysis of signal intensity is performed using different algorithms. These factors complicate comparison of data generated in different laboratories. For these reasons, the Microarray Gene Expression Database Group (MGED) is interested in establishing international standards. MGED would like to define minimal requirements of information necessary to describe a microarray experiment. The definitions used to annotate and define microarray experiments including quality control and repeats of identical experiments have recently been made public. The MGED group and others are also interested in establishing an international language format for description of microarray
data. Rosetta Inpharmatics, Inc. recently initiated the development of a gene expression markup language (GEML) that is intended to facilitate the exchange of gene expression data between different laboratories or even between different expression profiling technologies (e.g., SAGE and microarrays). For this purpose, the GEML Conductor program was developed, which allows researchers to visualize and exchange expression data. GEML Conductor is available free (see Table 2.1 for Web site). Exchange of microarray data also indicates that microarray databases can be used to store expression data from many different laboratories using different experiments, organisms, or cell types. A number of public microarray databases have been established to date. These include the Stanford Microarray Database at Stanford University, the ArrayExpress Database at European Bioinformatics Institute (EBI) and the Gene Expression Omnibus GEO at NCI to name a few. A number of additional databases are listed in Table 2.1.

An important point for analysis and interpretation of microarray data is screening of the literature to identify common features in co-expressed genes. Many of the genes on an array have unknown function or have been described by just one or two publications in PubMed. However, a vast amount of published information is available on other genes. To screen this huge data source within a reasonable time, a number of data mining tools have been developed. All of these tools are Web based. Medminer filters, extracts, and organizes relevant sentences in the literature based on a gene, gene-to-gene, or gene-drug query. This tool combines the GeneCards and PubMed search engines with user input and automated server-side scripts in an integrated text filtering system [150]. Another important database for identification of co expressed genes and cellular signaling pathways is PubGene [151]. This program basically represents a database that was created by the automated analysis of titles and abstracts in over 10 million MEDLINE records. PubGene contains literature links and cross references for 13,712 named human genes (June 2001). The associations between genes have been annotated by linking genes to terms from the medical subject heading (MeSH) index and terms from the gene ontology database.

XI. THE FUTURE IS ONLY GOING TO GET BETTER

What was an unusual and difficult technology in the past is rapidly becoming the norm. The emphasis has progressed from the design or improvement of array technology to practical applications including pharmacogenomics. Arrays may develop in several stages. These include large chips that contain tens of thousands of genes that can be used to examine global gene expression, often at reasonable cost. With the growing market for arrays, prices will fall and access to this technology will become available for smaller labs. However, smaller specialty arrays will also become popular for focusing on specific signal pathways or diseases.

As more and more investigators utilize microarrays, and novel companies decide to produce microarrays or related products, new technology will improve their sensitivity and reproducibility. In a few years, microarray technology might
be used as a standardized and inexpensive routine lab procedure, comparable to automated DNA sequencing today. An important area in the future will be data handling and analyses. It will be useful to develop databases that accommodate results from different labs using dissimilar techniques. It would be desirable to make at least some of these databases publicly available with unlimited access for institutional and academic researchers. It will also be important to develop improved tools for analysis of complex comparisons such as correlation of expression patterns with genomic localization or promoter analysis. Novel programs that mine transcriptional regulatory sequences from clustered gene groups might provide insight into important mechanisms of transcriptional regulation by cis elements.

The emerging technology of high-density protein, peptide, and antibody arrays might eventually allow routine analysis of major subsets of the human proteome. It is conceivable that 5000 to 10,000 cellular proteins could be analyzed in a single experiment. Currently, protein microarray techniques are at an early stage of development. Numerous technical difficulties still have to be solved to establish protein arrays as a reliable tool in proteomics. Future versions of antibody microarrays for protein expression profiling must be able to detect proteins with very high sensitivity and specificity in complex biological samples. However, many monoclonal antibodies will not be suitable for this purpose. Hence, the production of highly specific antibodies with minimal cross reactivity for a large number of human proteins represents the most critical bottleneck for future array development. The production of high-quality monoclonal antibodies will be an extremely important issue. One possible alternative platform for future protein arrays could be based on phage display libraries, which can generate very high-affinity recombinant antibodies. The large-scale biochemical analysis by means of antibody arrays would also be greatly expedited by the possibility of low cost, large-scale expression and purification of recombinant proteins and antigens. With the currently available technology, these goals are unachievable, but efforts are under way to develop appropriate purification processes. These include:

- the Structure Factory in Germany (http://www.psf-ag.com/company.htm)
- the Harvard Institute for Proteomics (www.hip.harvard.edu/)
- the RIKEN Genomic Sciences Center in Japan (www.gsc.riken.go.jp/)
- several collaborative Structural Genomics Centers soon to be funded by the NIH (www.nigms.nih.gov/funding/psi.html)

Membrane-bound proteins account for an estimated 20–40% of all cellular proteins. Biochemical analysis of membrane-associated proteins will be a difficult task because these proteins usually require a lipid bilayer for optimal activity and stability [152]. However, analysis of membrane-associated proteins by arrays is an extremely promising task and would be rewarding for virtually all fields of life science, including pharmacogenomics and drug development. Membrane proteins make up a large portion of known drug targets for substances that are currently used as drugs. Methods are already established that circumvent some of the technological problems imparted by the special properties of membrane proteins [153].
In a number of years, it is likely that individuals will be assessed at birth for genetic polymorphisms that might allow prediction of disease later in life. In particular, these would be SNPs. This SNP mapping could also be performed by genomic microarray hybridization (SNP-Chips). Currently, arrays for SNP detection are at a comparably early stage of development. However, huge databases that contain data for millions of SNPs are set up at several, predominantly commercial genome centers (e.g., Celera). Genomic array results could serve as a map that would suggest appropriate alterations in lifestyle to prevent disease and focusing medical testing on patients with a high risk for a specific disease. It is possible that Web-based databases that contain all patients SNPs or other genetic polymorphisms will be developed, and these will be used to customize each individual's diagnosis and treatment. Although accumulation of patient databases would be useful for prevention and treatment of human disease, there is clearly a great potential for abuse and loss of privacy.
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I. BACKGROUND AND RATIONALE

Most tumors are treated with cytotoxic chemotherapeutics that were discovered over 20 years ago using cell-based screening methods. While these agents are widely used, only a small subset of cancers, including Hodgkin’s lymphoma, testicular cancer, acute lymphoid leukemia, and non-Hodgkin’s leukemia, are routinely cured using these agents (reviewed in reference 1). More modern efforts to improve cancer treatment involve identification of rational biochemical targets and design of anticancer agents that appropriately affect these targets. Although significant effort continues in this area, this approach has yielded only a few successful drugs, e.g., STI571, an inhibitor of the bcr-abl kinase [2]. This experience has motivated renewed efforts to selectively deliver chemotherapeutics to tumors based on the hypothesis that increased chemotherapeutic levels in tumors will improve cancer treatment. Although this hypothesis logically follows from our current understanding of chemotherapy, targeted chemotherapeutics are needed to test this hypothesis for cancers that are rarely cured by chemotherapy because current chemotherapeutics are already administered at their maximally tolerated doses (MTD). Targeted chemotherapies employ
prodrug strategies designed to selectively deposit the active metabolite in tumor tissue. For these approaches to increase the therapeutic index of the active metabolite, the prodrug must be selectively activated in the tumor and the active metabolite must remain in the tumor for a reasonable time relative to the time it takes for the drug to trigger cell death. If the active metabolite diffuses out of the tumor before it can trigger cell death, then selective delivery of the metabolite to the tumor will not significantly improve the therapeutic index. For this reason, targeted chemotherapeutics have used doxorubicin because it binds tightly to DNA. Other agents that bind tightly to intracellular components, such as DNA or microtubules, may benefit from tumor targeting. In contrast, enzyme inhibitors that bind weakly to their respective enzymes are unlikely to benefit from chemotherapeutic targeting approaches.

II. ANTIBODY-DIRECTED ENZYME PRODRUG TECHNIQUE

Early efforts to target chemotherapeutics to tumors used antibody-directed enzyme prodrug technique (ADEPT) (reviewed in reference 3). In this approach, a prodrug-activating enzyme is first administered in the form of a tumor-specific antibody/enzyme conjugate. At a subsequent time, a chemotherapeutic prodrug that can be activated by the targeted enzyme is systematically administered. The time between enzyme and prodrug administration is critical because the antibody-conjugate is present at substantial levels in non-tumor tissue at short times and dissociates or becomes metabolized at longer times. The potential antigenicity of the antibody-enzyme conjugate, the specificity of the antibody for tumor cells, and problems in distributing macromolecules throughout tumors are additional complexities with the ADEPT approach. These significant technical hurdles have prevented its clinical use.

III. PASSIVE TUMOR TARGETING

The endothelial cells in many tumor vessels are poorly organized thereby leading to abnormal openings between the circulatory system and tumors. This leaky tumor vasculature combined with poor lymphatic drainage leads to a preferential accumulation of large macromolecules in tumors, an effect often referred to as enhanced permeability and retention (reviewed in reference 4). Liposome-encapsulated and polymer-linked chemotherapeutics exploit this passive targeting to preferentially deliver cytotoxic compounds to tumors. Once in the tumor, cytotoxic agents most likely diffuse out of liposomes, whereas polymer-conjugated cytotoxics require endocytosis and subsequent release of the active metabolite in lysosomes. Although early preclinical data suggested liposomal doxorubicin (liposomal Dox) was superior to free Dox (reviewed in reference 5), subsequent preclinical data found that liposomal Dox was similar to free Dox [6]. In clinical trials, liposomal Dox is more effective and less toxic than standard therapy for Kaposi’s sarcoma [7, 8], but the efficacy of liposomal Dox for other tumors is unclear because phase II trials for ovarian cancer report conflicting results (reviewed
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in reference 9). While liposomal Dox was effective at reducing doxorubicin-induced cardiotoxicity, new dose-limiting toxicities, including stomatitis, were induced by liposomal preparations. To further improve liposomal delivery, liposomes coated with antitumor antibodies, or immunoliposomes, were developed by several groups. Liposomes coated with anti-HER2 antibodies showed improved efficacy in preclinical models (reviewed in reference 10). Interestingly, these improvements resulted from increased internalization of liposomes in cancer cells, not from increased targeting of liposomes to tumors. Clinical studies to test anti-HER2 immunoliposomes are in progress.

IV. TARGETING BY BINDING TO TUMOR CELL SURFACE MOLECULES

Several conjugates have been made that target cytotoxics to tumors by coupling them to molecules that bind cell surface receptors, such as bombesin, luteinizing hormone-release hormone, somatostatin, and folate, or antigens, such as Lewis Y, that are overexpressed on tumors [11, 12]. Following binding of the chemotherapeutic conjugate to the tumor cell surface, the conjugate is internalized and the chemotherapeutic is released in lysosomes due to the decreased pH or enzymatic activities. Impressive preclinical results were obtained with some of these conjugates, including a doxorubicin conjugated to the BR96 antibody and a myatansinoid conjugate to the C242 antibody [13, 14]. In contrast to these impressive preclinical findings, BR96-doxorubicin was less effective than doxorubicin at inhibiting the growth of metastatic breast carcinomas in a phase II clinical trial [15]. The BR96-doxorubicin dose was limited by gastrointestinal toxicity that probably resulted from the expression of Lewis Y antigen in the gastric mucosa and small intestine. These toxicities were not observed in mice because mice do not express Lewis Y antigen. The results with BR96-doxorubicin suggest that targeting using tumor cell surface proteins will require tumor-specific molecules, not just tumor-enriched molecules.

V. ENZYME-ACTIVATED TARGETING

The therapeutic strategies discussed thus far rely primarily on cell surface binding and biophysical properties of tumors to direct cytotoxics to the tumor. An alternative strategy is to design chemotherapeutic prodrugs that are activated by proteases or other enzymes that are elevated in tumors. Because these compounds are typically peptide-chemotherapeutic conjugates that are activated outside tumor cells, this approach does not face the challenge of distributing high-molecular mass agents uniformly to tumors or the limitations of endocytosis. These conjugates must, however, have sufficient tumor specificity.

A. Leu-Doxorubicin

N-1-leucyl-doxorubicin (Leu-Dox), contains a leucine residue conjugated to the primary amine of doxorubicin (Figure 3.1). Leucine derivatives of anthracyclines were developed based on the hypothesis that elevated aminopeptidase and
STRATEGIES TO TARGET CHEMOTHERAPEUTICS TO TUMORS

Compound | Activating Enzyme | R1
---|---|---
Doxorubicin | unknown | hydrogen
Leu-Dox | Glucuronidase | L
HMR 1826 | Prostate-specific antigen | 4-β-glucuronyl-nitroZ
Super-Leu-Dox | Plasmin | βA-L-A-L
| Fibroblast activation protein α | dV-L-K
| Cathepsin B | Z-P-A-G-P
| | Ac-F-K-PABC

FIGURE 3.1 Summary of enzyme-activated doxorubicin conjugates. Conjugates replace the hydrogen in doxorubicin at R1 with the indicated R1 structures. Peptides are conjugated at their C terminus. Amino acids are abbreviated using the single letter code. Other abbreviations: nitroZ (3-nitrobenzoyloxycarbonyl), Hyp (trans-4-hydroxyproline), Chg (cyclohexylglycine), βA (beta alanine), dV (d-isomer valine), Z (benzyloxycarbonyl), Ac (acetyl), and PABC (p-aminobenzyl carbonyl).

lysosomal protease activity in tumors would preferentially activate Leu-Dox in tumors [16, 17]. Consistent with this hypothesis, studies in several xenograft models showed that Leu-Dox (28 mg/kg) was slightly more effective at reducing tumor growth than Dox (8 mg/kg) when both compounds were administered at their MTD [18–20]. The magnitude of these improvements, however, was modest. For instance, Dox and Leu-Dox inhibited tumor growth by an average of 59 and 77%, respectively, in three ovarian cancer xenografts [18]. Furthermore, a pharmacokinetic analysis showed that Leu-Dox did not significantly change the ratio of Dox in tumor and heart, relative to Dox [21].

B. Glucuronidase-Activated Doxorubicin

Glucuronide-doxorubicin, such as HMR 1826, was originally developed for use with antibody-linked enzyme delivery to tumors (Figure 3.1). To circumvent the problems with this approach, the ability of tumors to directly activate HMR 1826 was tested. Initial preclinical studies were encouraging in that HMR 1826 caused tumor-selective deposition of Dox in a human tumor xenograft and a perfused lung model [22, 23]. In both cases, HMR 1826 appeared to increase to tumor-selective deposition of doxorubicin at least 10-fold. In the perfused lung model, Dox deposition from HMR 1826 depended upon glucuronidase activity since d-saccharolactone, a glucuronidase inhibitor, reduced Dox deposition. The major extracellular source of glucuronidase in
these tumors derived from infiltrating monocytes/granulocytes, which were primarily localized to necrotic regions of the tumor. Initial studies suggested that this increased Dox deposition led to an improved therapeutic index. In particular, 400 mg/kg HMR 1826 was more effective than 4.5 mg/kg doxorubicin in reducing the growth of several tumor xenografts. A subsequent study, however, questions the improved therapeutic index of HMR 1826 since HMR 1826 only showed statistically significant improvement in one of seven xenograft models [6]. The major difference between these studies was that the second study used HMR 1826 and doxorubicin at 200 and 7 mg/kg, respectively. Hence, the improved efficacy of HMR 1826 in the first study may have resulted from the failure to compare the cytotoxics administered at their MTD. Taken together, these studies suggest that although HMR 1826 led to an improved deposition of doxorubicin in tumor tissue, only a modest improvement in tumor growth inhibition was observed. The concentration of glucuronidase activity in necrotic regions of the tumor may underlie the discrepancy between doxorubicin deposition and efficacy.

C. Prostate-Specific Antigen Activated Doxorubicin

The serine protease, prostate-specific antigen (PSA), is highly expressed in an androgen-dependent manner in prostate cancer cells, and is an effective serological marker for prostate cancer cell growth [24]. Two groups have used PSA activity to activate doxorubicin conjugates. Denmeade et al. [25] linked a seven-residue peptide to doxorubicin to create Mu-His-Ser-Ser-Lys-Leu-Gln-Leu-Dox, which was converted to Leu-Dox by PSA. Prostate cell lines that did not express PSA were at least 10-fold more resistant to cytotoxic effects of this prodrug, which suggested a specific mechanism of activation for this conjugate. This prodrug reduced the growth of tumor xenografts in nude mice, but a direct comparison of its efficacy to that of doxorubicin was not possible because the prodrug was not dosed to MTD [26].

DeFeo-Jones et al., also [27] prepared a PSA-activated doxorubicin conjugate, designated L-377,202. L-377,202 (N-Glutaryl-(4-hydroxyprolyl)Ala-Ser-cyclohexaglycyl-Gln-Ser-Leu-Dox). It was cleaved by PSA to liberate Ser-Leu-Dox, which was subsequently converted to Dox by an undescribed mechanism (Figure 3.1). Like the other PSA-activated conjugate, L-377,202 was at least 10-fold more cytotoxic for cultured cells that expressed PSA than for those that do not express PSA. More important, L-377,202 was about 15-fold more effective at reducing the growth of LNCaP tumor xenografts than doxorubicin. This increased efficacy was consistent with the deposition of doxorubicin in LNCaP tumors from L-377,202. Doxorubicin deposition was probably due to PSA activation because a control compound that could not be cleaved by PSA did not cause tumor accumulation of doxorubicin, and tumor xenografts that did not express PSA were equally susceptible to L-377,202 and doxorubicin.

D. Super-Leu-Doxorubicin

Trouet et al. [28] screened peptide-doxorubicin conjugates for those that were stable in blood, unable to enter cells, and preferentially cleaved by proteases
from tumor cells instead of identifying substrates for a known tumor-elevated protease. Using this approach, a conjugate with the structure β-alanyl-Leu-Ala-Leu-Dox was derived (Figure 3.1). Because this conjugate yields Leu-Dox, it was designated Super-Leu-dox. Studies with MCF-7/6 and MAXF-1162 tumor xenografts showed that Super-Leu-dox was more efficacious than doxorubicin at equitoxic doses, although the magnitude of this improvement was not quantified [29].

**E. Plasmin-Activated Doxorubicin**

Plasminogen, a zymogen, is converted to plasmin, a serine protease, by urokinase plasminogen activator (uPA), a membrane-bound protease that is overexpressed in many tumors (reviewed in reference 30). To exploit the presumed elevated plasmin activity of tumor cells, peptide-doxorubicin conjugates were prepared that were plasmin substrates. One such conjugate, dVal-Leu-Lys-Dox, was about six-fold more cytotoxic for src-transformed chicken embryo fibroblasts than for the corresponding non-transformed cells [31] (Figure 3.1). Unfortunately, the potency of this conjugate was very poor, relative to doxorubicin, probably because of the poor conversion of the conjugate to free doxorubicin. Although the conjugate showed some tumor growth inhibition of implanted B16 tumors in mice, the maximal dose was probably still well below the MTD and, therefore, direct comparisons to doxorubicin were not possible. The poor potency of this conjugate may have been due to steric hindrance of plasmin cleavage of the conjugate by doxorubicin. To reduce this problem, doxorubicin and taxol conjugates with self-immolating linkers were prepared [32, 33]. These conjugates were stable in plasma, rapidly converted to doxorubicin by plasmin, and had greatly reduced cytotoxicity for several cell lines. The characteristics of these conjugates in animal models are unknown.

**F. Matrix-Metalloprotease Activated Prodrugs**

Matrix-metalloproteases (MMPs) comprise of a family of zinc-dependent endoproteases that participate in several aspects of tissue remodeling, carcinogenesis, and angiogenesis (reviewed in reference 34). A variety of studies have shown that several MMPs are elevated in tumors. To exploit this increased activity, MMP-cleavable peptides were fused with the protective antigen (PA) portion of the anthrax toxin so that the fusion peptides had greatly reduced toxicity [35]. In particular, these fusion peptides had similar cytotoxicity as the PA peptide for HT1080, A2058, and MDA-MB-231 cells, but were much less cytotoxic than PA for Vero and COS-7 cells. These differences in cytotoxicity correlated with the ability of the cell lines to cleave the PA fusion peptide. Cleavage and cytotoxicity were greatly reduced in the susceptible cell lines by MMP inhibitors suggesting that MMPs activated the PA fusion peptide. Interestingly, PA peptides were only cytotoxic for cells that expressed MMPs and did not kill other cells even when co-cultured, suggesting that the PA peptides were only toxic for the cells that processed the fusion proteins.
G. Fibroblast Activation Protein Alpha Activated Prodrugs

Fibroblast activation protein α (FAPα), also known as seprase [36], is a membrane-spanning, serine protease [37, 38]. With the exception of certain pathological conditions, such as wound healing, FAPα is only expressed by the stromal fibroblasts of epithelial cancers [39, 40]. This tumor-selective expression pattern was originally exploited to develop imaging reagents for metastases using 131I-labeled anti-FAPα antibodies [41]. More recently, peptide-doxorubicin conjugates were identified that were cleaved by FAPα, but not by CD26, a closely related protease, or proteases in plasma. Consistent with these properties, one such conjugate, Z-ProAlaGlyPro-Dox, was more cytotoxic for an HT1080 cell line that overexpressed FAPα than for the parental HT1080 cells that did not express detectable FAPα [42] (Figure 3.1).

H. Cathepsin B-Activated Prodrugs

Cathepsin B is a cysteine protease that is primarily found in the lysosomes of normal cells, but it is secreted or associated with the plasma membrane of many transformed cells [43]. Furthermore, the plasma-membrane association of cathepsin B correlates with the experimental metastatic potential of the tumor cells [44]. To exploit this tumor-selective extracellular distribution, peptide-doxorubicin conjugates that are activated by cathepsin B were identified [45]. One such conjugate, Ac-PheLys-PABC-Dox, was cytotoxic for BT-20 cells, which secrete high levels of cathepsin B, and cytotoxicity was reduced about 10-fold by CA-074, an inhibitor of cathepsin B (Figure 3.1). Unfortunately, this conjugate was also cytotoxic for MCF7 cells, which only secrete low levels of cathepsin B, and this cytotoxicity was not affected by CA-074. Whether MCF7 cytotoxicity results from non-cathepsin-B activation or endocytosis and cathepsin B activation in lysosomes is unclear. Activation of the conjugate by lysosomal cathepsin B following endocytosis would limit the utility of this approach.

I. Other Potential Activating Enzymes for Tumor Prodrugs

Several other enzymes could be useful for activating chemotherapeutics. uPA, a membrane-bound protease that activates plasmin, is frequently overexpressed in tumors (reviewed in reference 30). Likewise, other cathepsins, such as cathepsin D and cathepsin L, are overexpressed in some tumor types (reviewed in reference 46). Given the wealth of information about these proteases, testing their ability to activate prodrugs should be straightforward.

In addition to these well-known proteases, some members of an emerging family of type II transmembrane serine proteases are overexpressed in tumors (reviewed in reference 47). In particular, TMPRSS2, TMPRSS3, and hepsin are overexpressed in prostate, pancreatic, and ovarian tumors, respectively [48–50]. Additionally, matripase was found primarily without its kunitz-type inhibitor in some breast cancer lines, which suggested that matripase activity is elevated in breast cancer [51].
A variety of inflammatory cells, including mast cells, neutrophils, and macrophages, supply proteases to tumors that are critical for angiogenesis and other aspects of carcinogenesis [52, 53]. For example, mast cell degranulation releases chymase and tryptase. Unfortunately, a functional screen of protease activity in colorectal carcinoma samples found most chymase activity in normal tissue adjacent to the tumor [54]. Although this localization would be undesirable for activating prodrugs, a tumor-selective localization might be found in other tumors or with other proteases from inflammatory cells.

Finally, TADG14, a member of the kallikrein family of serine proteases, is overexpressed in ovarian cancers [55].

VI. SUMMARY AND FUTURE DIRECTIONS

Since the discovery of chemotherapeutics, efforts to improve the therapeutic index of these drugs by changing their mode of delivery have been investigated. Current efforts are focused in several areas and the two most encouraging are immunoliposomes and enzyme-activated prodrugs. Ongoing clinical trials should reveal whether these impressive preclinical findings translate to the clinic. If either approach is promising, then the explosion of genomic information and mRNA expression profiling may identify new tumor-elevated antigens and enzymes that broaden the applicability of these approaches.
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I. INTRODUCTION

Recent advances in combinatorial chemistry and high-throughput screening (HTS) have had a major impact on increasing the number of compounds identified as “hits” against therapeutic targets of interest. However, the number of hits that have been actually transformed into bona fide “leads” and that have ultimately resulted in clinical candidates remains to be credibly defined. Nevertheless, once a lead structure in any therapeutic area of interest has been identified, optimization of its activity profile using a specific armamentarium of selected *in vitro* and *in vivo* pharmacologic assays is customarily accomplished by conducting a systematic structure-activity relationship (SAR) study directed by chemical synthesis. Although the primary goal of the SAR study is to maximize the potency of the potential drug candidate in the various biological models examined, modification of the physical/chemical properties of the drug candidate is considered more often in the discovery phase by the medicinal chemist rather than in the development phase with the design of the dosage form. In most instances, the physical/chemical properties of the drug candidate are modified in an attempt to maximize its efficacy, to maximize its delivery (transport) to the site of action, and to minimize any potential drug safety issues while still satisfying preclinical development criteria. The nature of the modified physical/chemical properties of the drug candidate are determined solely by virtue of the chemical structure of the target compound proposed for synthesis. The process as described above is largely empirical in nature, and the results of such SAR studies, in many cases, are qualitative at best.
In an attempt to more accurately identify promising drug candidates from a series of compounds of interest, approaches to improve the direction provided by such empirical SAR studies have been attempted over the last thirty years by a number of investigators who have incorporated and extended the principles of thermodynamics [1] and physical organic chemistry [2] to biological systems. The results from these initial studies made it possible for Hansch and his co-workers in the early 1960s to develop the most widely used and well-known method of quantitative structure–activity relationships (QSAR) [3–6]. Because the Hansch equations derived attempted to correlate thermodynamic and other related parameters to biological activity without using the formal structure of thermodynamics, this approach to drug design became known as the extrathermodynamic approach and the multiparameter equations that relate the biological activity of an analog to the electronic, steric, and hydrophobic effect of its substituents have been termed extrathermodynamic relationships.

The overall objective of any QSAR study is to identify parameters that will give a statistically significant correlation with the observed biological activity of a series of molecules. Once these parameters have been identified, the resulting equation can be used to predict (calculate) the biological activity of unknown analogs. While this quantitative statistical approach appears to be less empirical, the successful prediction (calculation) of biological activity is more complex and the translation of this information to guide further structural modifications of the lead compound is not readily apparent.

During the last sixty years, it has become more recognized and accepted that the three dimensional (3D) conformation, or shape, of a (bio)molecule is uniquely interrelated with expression of the biological activity and function of the (bio)molecular entity. The interrelationship between the 3D structure of the (bio)molecule and expression of its biological activity and function is so tightly coupled that a better understanding of the molecular conformation and the nature of the intermolecular interactions occurring with a bound substrate might provide the basis for the “rational design” of novel target molecules that could interact with greater precision, affinity, and effect than naturally occurring ligands.

The only known method for precisely determining the 3D structure of any (bio)molecule is by single crystal X-ray analysis. However, relatively few biomolecules that are therapeutic targets have had their solid-state structure successfully determined by X-ray crystallography, and even fewer crystallographic structures exist for biomolecules that also contain their substrate or ligand bound. Thus, in the absence of detailed structural information, alternative approaches have evolved that might mimic investigation of the interactions occurring between biomolecules and substrate molecules. One such approach has its genesis in the generation and utilization of pharmacophore models in the emerging field of 3D QSAR.

II. PHARMACOPHORE DEFINITION

Recently, the discovery of the tricyclic farnesyl protein transferase (FPT) inhibitor 1-(4-pyridylacetyl)-4-(8-chloro-5,6-dihydro-11H-benzo[5,6]cyclohepta[1,2-b]pyridin-11-ylidene) piperidine, Sch 44342 (see Figure 4.1) 1, was
reported [7]. Sch 44342, 1, is a unique example of a novel non-peptide, non-sulphydryl-containing FPT inhibitor that exhibits substantial selectivity against geranyl geranyltransferase-1 (GGPT-1) and kinetically competes with the ras protein, but not with farnesyl pyrophosphate (FPP), in binding to FPT. Significant effort has been expended to optimize the in vitro FPT inhibitory potency, and the in vivo pharmacologic profile of this series of FPT inhibitors by conducting a systematic structure-FPT inhibitory activity relationship (SAR) study directed by chemical synthesis [8–12]. This effort culminated with the selection for clinical evaluation of R-(+)-4-[2-[4-(3,10-dibromo-8-chloro-6,11-dihydro-5H-benzo[5,6]-cyclohepta[1,2-b]pyridinyl]-2-oxoethyl]-1-piperidine-carboxamide, Sch 66336, as a potential anticancer agent [13].

Concomitant with this effort has been an analysis of the FPT inhibitory activity data determined in vitro for these compounds using Catalyst, a 3D QSAR software program [8,14]. One application of this program is the generation of hypotheses that attempt to correlate the biological activity observed for a series of compounds to their chemical structure [15]. The hypotheses generated are 3D descriptions of a pharmacophore model proposed for the series of compounds examined. The hypotheses are represented by the chemical features that describe the series of compounds, e.g., hydrophobic groups, hydrogen bond donors, hydrogen bond acceptors, positive and negative ionizable groups, etc. The hypotheses generated may be used to estimate the biological activity of proposed targets, which allows a rank ordering of synthetic priorities. In addition, the hypotheses generated may also be used as 3D queries to search databases of proprietary and/or commercially available compounds. These 3D searches could identify structurally novel analogs that might exhibit the biological activity of the prototype. The results obtained from searching our corporate database using a Catalyst generated FPT hypothesis as a 3D query have been reported recently [16, 17] and are discussed further here.

From the analogs prepared to investigate the structure-FPT inhibitory activity relationship of the series exemplified by the prototype 1-(4-pyridyl-acetyl)-4-(8-chloro-5,6-dihydro-11H-benzo[5,6]-cyclohepta[1,2-b]pyridin-11-ylidene)piperidine, Sch 44342, 1, a training set of compounds was selected for Catalyst analysis (Figure 4.1). The compounds in the training set included the most active FPT inhibitors in the series, and each compound possessed something new to teach Catalyst during hypothesis generation. In addition, the compounds in the training set were structurally distinct from a chemical feature point of view and represented the diversity of the series. Each compound in the training set was considered as a collection of energetically reasonable conformations, and in cases where the chirality of an asymmetric center was not specified, Catalyst generated and considered alternative stereoisomers.

The range of in vitro FPT inhibitory activity exhibited by these selected compounds spanned four orders of magnitude, i.e., $10^{-1} - 10^3 \mu M$, and the compound distribution was evenly populated over the activity range. Using this training set, FPT hypotheses (pharmacophore models) were generated. When generating hypotheses, Catalyst tries to minimize a cost function consisting of three terms. One term is a value that increases in a Gaussian form as the feature weight in a model deviates from an idealized value of two, i.e., the weight cost. The second term penalizes the deviation between the estimated activities of the training set and their experimentally determined values, i.e., the error
FIGURE 4.1 Training set of selected farnesyl protein transferase (FPT) inhibitors and their determined *in vitro* FPT inhibitory activity.
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cost. The third term penalizes the complexity of the hypothesis, i.e., the configuration cost. This is a fixed cost which is equal to the entropy of the hypothesis space. The overall cost of a hypothesis is calculated by summing over the three cost factors. Of these three, the error cost contributes the most in determining the cost of a hypothesis. During hypothesis generation, Catalyst calculates the cost of two theoretical hypotheses, one in which the error cost is minimal and the slope of the activity correlation line is one, the ideal hypothesis, and one where the error cost is high and the slope of the activity correlation line is zero or the null hypothesis. The greater the difference between these two costs, the higher the probability of generating a useful model.

**III. PHARMACOPHORE VALIDATION**

The FPT hypothesis chosen from the alternatives generated was the one that exhibited the lowest cost value and resided closest to the ideal hypothesis (Figure 4.2) [15]. The FPT hypothesis is a collection of chemical features distributed in 3D space that is intended to represent groups in the molecule that participate in important binding interactions between drugs and their receptors. The produced pharmacophore model consisted of four hydrophobic regions and one hydrogen bond acceptor site in a specific 3D orientation. Each of the five features in this model were equally weighted. Using 2, IC$_{50}$ = 0.06 μM, as an example, a flexible fit of the best conformer of this molecule maps to the lowest cost Catalyst generated FPT hypothesis, as described in Figure 4.2. The four hydrophobic regions of the hypothesis are the 3-methyl group on the pyridyl portion of the tricyclic system, the 5,6-ethano bridge of the tricyclic system, the aromatic ring of the 8-chlorophenyl portion of the tricyclic system, and the 4-pyridyl ring of the picolinamide attached to the pendant piperyldienyl ring. The hydrogen bond acceptor identified in the generated FPT hypothesis is the carbonyl group of the γ-picolinamide attached to the pendant piperyldienyl ring.

A regression line of “measured” versus “estimated” FPT inhibitory activity for the training set, expressed as $-\log [IC_{50}]$, based on the lowest cost Catalyst generated FPT hypothesis, exhibited a correlation coefficient ($r^2$) = 0.91 and a root mean square deviation (RMS) that equaled 0.84 (Figure 4.2). Using these criteria, comparison between the estimated activity of the compounds in the training set relative to their experimentally observed activity is in the worst case, within one order of magnitude, and in most cases, it is within a five-fold difference [16].

In cases where one chiral center is present in the molecule, the generated FPT hypothesis exhibits a preference for the S-stereoisomer relative to the R-stereoisomer, e.g., the estimated FPT inhibitory potency of the S-(−) stereoisomer of 4, IC$_{50}$ = 0.014 μM, is greater than the estimated FPT inhibitory potency of the R-(+) stereoisomer of 4, IC$_{50}$ = 0.65 μM. This observation is consistent with the measured FPT inhibitory potency determined for the enantiomers of 4, the S-(−) stereoisomer, IC$_{50}$ = 0.14 μM relative to the R-(+) stereoisomer, IC$_{50}$ = 0.49 μM [8]. In general, this observation is consistent with the FPT inhibitory potency determined for
FIGURE 4.2  Best conformation of 2 flexibly fit to the lowest cost Catalyst generated FPT hypothesis (Pharmacophore model). See Color Plate 1.
enantiomers of several other analogs in the series, i.e., the S-stereoisomer exhibits a greater FPT inhibitory potency relative to the R-stereoisomer.

The FPT inhibitory activity predicted for compounds that were not part of the training set, but contain chemical features on which the FPT hypothesis was based, is usually within a four- to five-fold difference. However, consistent with other QSAR methods, activity predictions for compounds outside the training set are inaccurate and can be misleading, for example, the estimated FPT inhibitory activity of the peptide CVWM, IC$_{50}$ = 0.007 µM, is approximately two orders of magnitude different from its experimentally measured FPT inhibitory activity, IC$_{50}$ = 0.525 µM.

The lowest cost Catalyst generated FPT hypothesis was also used as a 3D query to search the Schering-Plough Research Institute's corporate database and resulted in the identification of 718 compounds. Examination of these compounds revealed that 626 structures were unique, only 330 were available, and determination of their in vitro FPT inhibitory activity was initiated.

From the structures examined only five compounds (5/330 = 1.5%), exhibited an in vitro FPT inhibitory potency IC$_{50}$ $\leq$ 5 µM (Figure 4.3). The 1.5% value obtained from this focused assessment of the corporate database is approximately a two-fold improvement compared to determining the FPT inhibitory activity of a larger subset of the corporate database. HTS of approximately 84,000 structures identified 2468 compounds that exhibited FPT inhibition $\geq$50% at 20 µg/ml. From these compounds, only 22 (22/2468 = 0.9%) exhibited an in vitro FPT inhibitory potency IC$_{50}$ $\leq$ 5 µM.

![Figure 4.3](image_url)

**FIGURE 4.3** Novel compounds exhibiting in vitro FPT inhibitory activity IC$_{50}$ = 5 µM identified by searching the Schering-Plough Research Institute Corporate database using the lowest cost Catalyst generated FPT hypothesis.
Of the five compounds identified, one is steroid-based, 37; two are peptide-based, 38 and 39; and two, 40 and 41, are derived from a series of "azole" antifungals that were clinically investigated as topical agents [18].

From a chemical point of view, the azole antifungals represent a novel class of FPT inhibitors that are structurally distinct from the "tricyclic" series of compounds, as well as other known FPT inhibitors. On that basis, the FPT and GGPT-1 inhibitory activities of these initial leads were profiled further [16].

The FPT inhibitory potency of 40 and 41 was independently confirmed using a secondary assay, i.e., the FPT inhibitory potency of 40 and 41 determined using the FPT Ras/TCA assay was IC$_{50}$ = 5.3 µM and IC$_{50}$ = 3.1 µM, respectively. Selectivity between FPT and GGPT-1 inhibitory activity for 40 and 41 was also demonstrated, i.e. the GGPT-1 inhibitory potency of 40 and 41 was IC$_{50}$ > 39 µM and IC$_{50}$ = 1.4 µM, respectively. In addition, the lack of significant FPT inhibitory activity exhibited by other azole antifungal agents—such as ketoconazole (IC$_{50}$ > 46 µM) and fluconazole (% Inhibition = 3 at 20 µg/ml), suggested that the FPT inhibitory activity of these compounds may not be coupled to their antifungal activity. These observations encouraged the determination of the in vitro FPT inhibitory potency of other available analogs from this series [16].

The structure-FPT inhibitory activity relationships determined from the preliminary study are summarized in Figure 4.4, and the most active FPT inhibitors identified from the initial leads were 42 and 43.

While the FPT inhibitory potency of 42, FPT IC$_{50}$ = 0.2 µM and GGPT-1 IC$_{50}$ = 16.8 µM, and 43, FPT IC$_{50}$ = 0.3 µM and GGPT-1 IC$_{50}$ = 0.7 µM, are comparable to each other, the FPT to GGPT-1 selectivity of 42 (84) is greater than the FPT to GGPT-1 selectivity of 43 (2).

Using one of the initial lead compounds, 40, as an example, a flexible fit of the cis-isomer of this molecule maps to the lowest cost Catalyst generated
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**FIGURE 4.4** Preliminary structure–FPT inhibitor activity relationships of the substituted dihydrobenzothiophenes.
FIGURE 4.5  Best conformation of 40, cis-isomer, flexibly fit to the lowest cost Catalyst generated FPT hypothesis. See Color Plate 2.

FPT hypothesis as described in Figure 4.5. Only three of the four possible hydrophobic regions of the FPT hypothesis map to the molecule, i.e., the piperazine ring of the side chain, and the aromatic ring and sulfur atom of the dihydrobenzothiophene ring system. The hydrogen bond acceptor in the generated FPT hypothesis is identified as the sulfur atom in the thiaadiazine ring system [19]. The estimated FPT inhibitory activity for the cis-isomer of 40, IC50 = 3.8 µM, based on the generated FPT hypothesis is in excellent agreement with its experimentally measured FPT inhibitory activity, IC50 = 4.8 µM. This observation is particularly surprising because only four of the five features of the FPT hypothesis map to the molecule.

Interestingly, the trans-isomer of 40, flexibly fit to the lowest cost Catalyst generated FPT hypothesis, maps to all five features of the hypothesis (Figure 4.6). More important, an estimate of the FPT inhibitory activity of

FIGURE 4.6  A conformation of the trans-isomer of 40 and the best conformation of 42 flexibly fit to the lowest cost Catalyst generated FPT hypothesis. See Color Plate 3.
this isomer based on the model, IC$_{50}$ = 0.18 µM, suggests that the trans-isomer could be as potent as 42, the best compound identified from the structure FPT inhibitory relationship study, IC$_{50}$ = 0.2 µM. In addition, the FPT inhibitory potency of 42 might also be improved by further analog synthesis. Because 42 maps to only four of the five features of the lowest cost Catalyst generated FPT hypothesis (Figure 4.6), introduction of functionality in 42 that might interact with the fifth feature of the hypothesis could impart enhanced FPT inhibitory activity to the compound.

IV. CONCLUSIONS

Using a training set of novel FPT inhibitors, exemplified by the prototype 1-(4-pyridylacetyl)-4-(8-chloro-4-(8-chloro-5,6-dihydro-11H-benzo[5,6]cyclohepta[1,2-b]pyridin-11-ylidene)piperidine, Sch 44342, 1, a 3D pharmacophore model (hypothesis) was generated that successfully correlated the FPT inhibitory activity observed for this series of these compounds to their chemical structure. Using the lowest cost Catalyst generated FPT hypothesis as a 3D query to search a database of compounds identified several other structurally novel analogs that exhibited the biological activity of the prototype. Investigating the structure-FPT inhibitory activity relationships of one of the identified series using the lowest cost Catalyst generated FPT hypothesis demonstrated that it was useful for assessing the relative merits of proposed synthetic targets prior to their synthesis. In addition, the lowest cost Catalyst generated FPT hypothesis was useful in the conceptual design of other novel FPT inhibitor targets in the series.
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I. INTRODUCTION

A fundamental component of the drug discovery process is the identification of a lead chemical whose biological activity is further optimized by a combination of medicinal chemistry and structure-based drug design methodologies [1–4]. The beneficial impact of structure-based design efforts on the drug discovery process is evident from the continuing success in delivering novel drugs for clinical evaluation [1, 2, 5–10]. The structure-based drug design process is composed of two key stages: (1) identification of a small molecule that binds the protein of interest in a biologically relevant location (active site) and (2) determination of the structure of the protein-ligand complex for further iteration of the drug-design cycle. Nuclear magnetic resonance (NMR) spectroscopy and mass spectrometry (MS) are now routinely applied at all stages of the design process to facilitate the identification, evaluation, and optimization of chemical leads [7, 11–19].

Traditionally, high-throughput screening (HTS) approaches have been utilized to identify chemical leads based on observed affects on the biological...
activity of the protein of interest [20–25]. The optimization of these compounds would proceed through standard medicinal chemistry methods where positive feedback is based on improved activity in the biological assay [26–28]. Unfortunately, this historical approach to drug discovery has a number of pitfalls that may result in the expenditure of vast amounts of resources chasing after false leads [29]. The problem arises from the nature of an HTS effort and the methodology of monitoring an affect on the activity of the protein target. To reasonably mimic the cellular function of a target protein an assay may require a relatively complex *in vitro* system. The assay may be membrane-based, cell-based, or contain multiple proteins in addition to other components necessary to monitor the protein activity (monoclonal antibodies, radiolabels, fluorescent tag, scintillation beads, etc.). The end result of the necessary complexity is the ambiguous nature of a positive hit because the molecular interaction between a target protein and a small molecule is not readily correlated to an observed biological response. It is very plausible that the source of the observed response in the assay is not a result of a small molecule interacting with the protein of interest, but rather the result of an interaction with another component of the assay. Even more troubling is the observation that there are numerous undesirable mechanisms resulting from poor physical behavior of the compound that will result in a positive response in an HTS screen. These poor properties of the compound may include insolubility, reactivity, impurities, aggregation, instability, and non-specific binding. Relying simply on a biological response to drive the chemistry effort would evidently lead to compounds with either an increase in poor physical behavior or activity against the wrong target. A structure-based approach to drug design has been a widely applied remedy to the difficulties associated with relying strictly on HTS and biological assay results to drive a drug discovery program [1, 2, 5–10]. Clearly, visualizing a small-molecule complexed in the active site of the protein of interest provides a wealth of information to validate the lead compound and rationalize approaches to optimize the compound. X-ray crystallography has historically been a major source for obtaining three-dimensional structures of protein-ligand complexes for the iterative drug design cycle [30], whereas the use of NMR is a relatively recent addition to the structure-based drug design approach [12, 31]. The use of HTS assays still plays a vital role in the drug discovery process by efficiently filtering millions of compounds for potential biological activity and generating initial starting points for the structure-based approach [20–25].

The structure-based approach also has inherent limitations that impact a drug discovery program. A primary shortcoming is the current difficulty in obtaining structural information of membrane-bound proteins, which corresponds to an active area of research [32–35]. Additionally, the success of X-ray-based drug design programs is dependent on ready access to high-quality crystals that diffract to a high resolution for each protein-ligand complex [36, 37]. Similarly, NMR requires that proteins be well-behaved, isotope-labeled, and soluble up to concentrations of ~1 mM. Additionally, NMR is restricted by the molecular-weight (MW) of the protein, where the current upper limit is ~40 kDa. Extending the protein MW upper limit amenable to NMR is a very active area of research where current developments may increase the MW limit to between 100 and 500 kDa [38–43]. Furthermore, both NMR and X-ray are
relatively resource intensive and time-consuming methodologies, which greatly limits the number of structures that may be obtained in a given time-period. A variety of factors such as personnel, instrumentation, methodology, and protein properties will contribute to the absolute number of structures that may be determined for a particular project. Nevertheless, this number will typically represent a very small fraction of the number of "hits" identified from an HTS assay. Exacerbating this inequity is the continued progress in HTS technology that is allowing more compounds (1-10 million) to be screened more efficiently (weeks to months). Clearly a need has evolved to filter HTS hits prior to initiating a structure-based program in order to increase the likelihood of successfully obtaining a co-structure. Numerous applications of NMR and MS are being developed and implemented for the sole purpose of screening compounds for their ability to bind to a protein target of interest.

NMR and MS are playing increasingly important and diverse roles in most structure-based drug design programs where the analytical techniques are used to identify and validate chemical leads, determine structures of protein and protein-ligand complexes, and analyze the dynamics of these interactions [11]. An overview of the approaches currently employed and investigated in our laboratories will be discussed in this chapter. In addition, the complementary usage of NMR and MS will be described in terms of the development of the MS/NMR assay.

II. NMR IN ANTICANCER DRUG DISCOVERY

Some of the earliest biological applications of NMR have been in the investigation of biomolecular (protein-protein, protein-DNA/RNA) and biomolecular-ligand interactions [44-47]. Because structural information on protein-ligand complexes is a fundamental necessity for the rational design of new drug candidates [1, 2, 4, 48], NMR has evolved to be an essential component of drug discovery programs. A number of these research projects target proteins with functionality and activity directly related to cancer including growth factors, interleukins/cytokines, kinases, matrix metalloproteinases, and proteins involved in signaling pathways and apoptosis. In addition, ligand binding to DNA and RNA sequences associated with cancer have been routinely investigated by NMR [49, 50]. The abundance of structural information readily obtained by NMR for these various targets has provided a means to develop a variety of anticancer therapeutics.

Excitingly, NMR continues to rapidly expand and redefine its role in the drug design process. In recent years, there have been a number of notable milestones in the development of NMR methodologies that have significantly impacted and expanded the application of NMR in structural biology and, correspondingly, structure-based drug design. These have included the application of multidimensional Nuclear Magnetic Resonance (NMR), routine availability of isotope ($^2$H, $^{13}$C, $^{15}$N) labeled proteins, deuterium NMR, TROSY (Transverse Relaxation Optimized Spectroscopy) NMR, NMR-based screening methods, and the measurement of residual dipolar coupling constants [42, 51-53]. Additionally, there is extensive effort in the development and
implementation of NMR-based software that integrates these methodologies in an effort to automate and expedite the analysis of NMR data to rapidly and efficiently obtain structural information [54–60]. The full impact of these advancements has yet to be realized, but the expectations are that NMR will make significant contributions to the ongoing structural genomics effort while continuing to play an increasingly valuable function in structure-based drug design programs [14, 61]. A recent application that has had a dramatic impact on how NMR is utilized in the pharmaceutical industry has been the implementation of NMR-based screening methods.

A. NMR Screening

From its earliest implementation, NMR has been used to investigate the binding interaction of small molecules with proteins [11, 12, 62–64]. This has occurred because of the relatively unique ability of NMR to provide direct evidence for binding between the ligand and protein target through a variety of responses based on the nature of the NMR experiment [44, 45]. Observation of a binding event by NMR may occur through changes in line width and/or peak intensity (T1 and T2 relaxation changes) [65, 66], changes in the measured diffusion coefficient for the ligand [67–69], chemical shift perturbations for either the ligand or protein [44, 45, 70], induced transferred Nuclear Overhauser Effect (NOE) (trNOE) for the ligand [71, 72], a saturation transfer difference (STD) between either the protein or bulk solvent to the ligand [73, 74], appearance of new NOEs, and/or intermolecular NOEs between the ligand and protein [75, 76]. In addition, the information obtained from the NMR analysis may be used to identify the binding site and determine a co-structure of the protein with the ligand [12, 75, 77, 78].

An extremely valuable benefit of NMR is the additional ability to obtain critical information on the viability of a compound to be identified as a quality lead candidate in a very simple manner. From extensive experience analyzing hits from an HTS assay, there are numerous undesirable mechanisms resulting from poor physical behavior of the compound that will result in a positive response in an HTS screen. These poor properties of the compound may include insolubility, reactivity, impurities, aggregation, instability, and non-specific binding. As a result, depending on the nature of the assay and the protein target, only a small percentage of the identified hits actually bind the protein target of interest in a desirable manner. NMR is unique because it can provide direct evidence of the ligand’s correct structure, purity, and solubility by rapidly obtaining a simple 1H NMR spectrum of the compound collected under appropriate buffer conditions. Although the solubility of the compound is readily inferred by peak intensities relative to an internal standard (3-(Trimethylsilyl)-Propionic acid, TSP) at a defined concentration, the absence of aggregation or micelle-like behavior is implied from the compound’s line widths. The line widths observed in NMR spectra are directly related to the tumbling rate (correlation time, τc), which in turn is related to the molecule’s apparent MW. Therefore, a small molecule that either aggregates or forms micelles will exhibit extremely broad NMR lines relative to a well-behaved compound. It is very plausible that the NMR lines may be broadened beyond the point of
detection such that an NMR sample will simultaneously exhibit both the absence of a precipitate and an NMR spectrum. Similarly, the proposed structure and sample purity may be verified by comparing the number and intensity of observed peaks to a predicted NMR spectrum. In practice, rapid examination of the aromatic region of the $^1$H NMR spectra for the correct number of peaks with the expected intensity and splitting from J-couplings yields a qualitative measure of the structural integrity and purity of the NMR sample.

As a result of the versatility and unique information content, NMR has routinely been used in structure-based drug design programs as an approach to further validate lead compounds. The observation of specific binding to a target protein with reasonable aqueous solubility corresponds to “good” physical properties from an NMR perspective. Readily and rapidly obtaining this information is a crucial component of a structure-based drug design project, since a high correlation between compounds that show “good” physical properties by NMR and the resulting success rate in obtaining a co-structure have been empirically observed.

The application of NMR to validate leads is typically applied to a small set of compounds. An influential manuscript by Fesik and co-workers describes the “SAR by NMR” method, which elegantly illustrates the application of NMR to screen a library of small molecules for their ability to bind proteins from observed chemical shift perturbations [79]. The resulting impact of this manuscript has been the explosive effort in academia and industry to design and implement a number of novel approaches for screening compound libraries using NMR [11, 12, 62–64]. These NMR screening methods can be readily classified into two general categories; one-dimensional (1D) or two-dimensional (2D) NMR techniques.

I. 2D NMR Screening Techniques

HTS and biological assays have provided a traditional approach for the initial identification of chemical classes for a drug design program. The results of these screens generally imply a biological activity associated with the compound, which is usually demonstrated through a decrease in the functional activity of the protein of interest. Nevertheless, there exists a potential disconnect between the observed inhibition of the protein and a productive interaction of the compound with the protein. Clearly, the most fundamental and valuable information necessary to identify a lead compound is verification that the compound actually binds the protein of interest in a beneficial mechanism. NMR provides a relatively unique approach to ascertain this information while providing additional information on the quality of the chemical series.

a. SAR by NMR

The structure-activity relationship (SAR) by NMR method described by Fesik and co-workers illustrates the use of NMR for screening a small-molecule library as an approach to design inhibitors against stromelysin (MMP-3) [80] (Figure 5.1). Stromelysin is involved in the degradation of the extracellular matrix that is associated with normal tissue remodeling. The loss in regulation of this activity may result in the pathological destruction of connective tissue associated with tumor metastases [81, 82]. A key structural
feature of matrix metalloproteinases (MMPs) is the presence of an S1′ pocket proximal to the catalytic Zn. A typical approach to the design of MMP inhibitors incorporates functionality into the compound to chelate the active site Zn while optimizing the fit in the S1′ pocket.

The SAR by NMR method employs 2D $^1$H-$^{15}$N HSQC spectra [79, 80, 83, 84] and more recently 2D $^1$H-$^{13}$C HSQC spectra [85] to monitor chemical shift changes to identify a binding event (Figure 5.1a). Chemical shifts provide...
a wealth of information because of their direct correlation with the local environment of the probed nuclei. A 2D $^1$H-$^{15}$N HSQC spectrum correlates the $^1$H chemical shift of the proton attached to the backbone amide nitrogen with the corresponding $^{15}$N chemical shift of the same amide nitrogen. The end result is a 2D plot of peaks with X,Y-coordinates corresponding to the $^1$H and $^{15}$N chemical shifts for the backbone amides of each amino acid residue in the protein sequence. In general, each residue will generate a unique peak in the 2D $^1$H-$^{15}$N HSQC spectrum consistent with its own local environment. Of course, some overlap in peak locations will occur for residues in comparable environments and the occurrence of overlap will increase proportional to the size of the protein.

Through the application of isotope labeling ($^{13}$C, $^{15}$N) of the protein and 3D triple-resonance NMR experiments, it is routinely possible to assign each observed peak in a 2D $^1$H-$^{15}$N HSQC spectra with a specific amino acid in
the protein sequence [40, 86]. Briefly, the protein assignment protocol utilizes a series of triple-resonance experiments where each experiment correlates a subset of the protein backbone atoms through J-coupling. By combining overlapping information between the various experiments, it is possible to “walk” down the protein backbone and complete the resonance assignments. As an example, two typical triple-resonance experiments are the HNCA and HN(CO)CA experiments. The HNCA experiment correlates the $^1H$ and $^{15}N$ chemical shifts of the backbone amide with the $^{13}C$ chemical shift of the $\alpha$ for both the I and I-1 residues. Similarly, the HN(CO)CA experiment correlates the $^1H$ and $^{15}N$ chemical shifts of the backbone amide with the $^{13}C$ chemical shift of the $\alpha$ for the I-1 residue. Thus, an I and I-1 residue pair will be identified by correlating a backbone amide from the HN(CO)CA spectrum with a particular $\alpha_{\text{I-1}}$ resonance with the corresponding $\alpha_{\text{I}}$ resonance associated with a particular backbone amide in the HNCA spectrum. The assignments are completed by sequentially joining these residue pairs. Typically multiple pairs of NMR experiments are collected that correlate distinct components of the backbone and side-chain (C', Hx, Cβ) because of peak overlap and potential chemical shift degeneracy. This assignment approach is generally limited to proteins with a MW limit of 20–25 kDa. To assign proteins with larger MW requires the addition of deuterium labeling and the application of TROSY-based experiments [42, 87].

A compound interacting specifically with a protein will result in a significant change in the local environment at the binding site. Furthermore, any induced conformational changes that result from the formation of the ligand-protein complex, even distal from the binding site, will result in a de facto environment change. Because backbone amide chemical shifts are very sensitive to the local environment, a binding event will manifest itself by perturbations in peak positions in the 2D $^1H$-$^{15}N$ HSQC spectrum. The observation of the chemical shift perturbations is readily obtained by simply overlaying the 2D $^1H$-$^{15}N$ HSQC spectrum of the free protein with the 2D $^1H$-$^{15}N$ HSQC spectrum of the protein-ligand complex. Furthermore, because each peak in the 2D $^1H$-$^{15}N$ HSQC has been assigned to a particular residue in the protein sequence, the identity of the binding site is determined by mapping the residues that incurred a chemical shift perturbation onto the molecular surface of the protein. A specific binding site for the compound will be apparent from the appearance of a cluster of residues that exhibits chemical shift changes on the protein's surface. Conversely, non-specific interactions or a detrimental impact to the protein (denaturation, aggregation) will be apparent by either a random distribution of residues exhibiting chemical shift perturbations or from the observation that the vast majority of residues exhibit significant chemical shift changes or reduction in signal intensity.

Another feature exploited in the SAR by NMR approach is based on the ability of the 2D $^1H$-$^{15}N$ HSQC spectra to both verify that the compound binds to the protein of interest and to readily identify the binding site on the protein surface. This information may then be used to identify distinct compounds that bind to the protein in proximal binding sites (Figures 5.1c and d). It may then be feasible to chemically link two or more compounds and design a compound with a significant increase in binding affinity (Figures 5.1b and d).
The identification and effective linking of compounds that bind proximally to each other on a protein surface was illustrated in the SAR by NMR screen for stromelysin. Acetohydroxamic acid (K_D = 17 mM) and 3-(cyanomethyl)-4'hydroxybiphenyl (K_D = 0.02 mM) that bind to the catalytic Zn and in the S1' pocket, respectively, were identified [80]. Linking these two fragments resulted in a compound with a dramatic improvement in affinity (K_D = 15 nM) (Figures 5.1c and d). A similar SAR by NMR screen was conducted using the human papillomavirus (HPV) DNA binding protein E2 as a target [79], where certain strains of HPV have been implicated in cancer [88, 89]. Biphenyl and biphenyl ether compounds containing a carboxylic acid were observed to interact with the DNA binding site on E2 (IC_50 > 1000 µM). The binding sites for both classes of compounds were similar, as indicated by the fact that both compounds perturbed the same set of amide NMR resonances (Figure 5.1a). By combining features from both classes of the E2 binders, a hybrid structure [5-(3'-dichlorophenoxy)-phenyl]-2,4-pentadienoic acid], was synthesized with an IC_50 of 10 µM (Figure 5.1b).

The application of the SAR by NMR screening methodology as a complimentary approach to HTS assay or even as an alternative to standard HTS assay has great potential. Nevertheless, there are a number of caveats that may limit the application of the methodology. NMR is an inherently insensitive technique that requires relatively high quantities of isotope-labeled protein (hundreds of milligrams to grams per screen) and data acquisition times (>10 minutes per sample). The problem is partially addressed by conducting the NMR screen using mixtures instead of single compounds, where a positive hit would require deconvolution of the mixture. Of course, there are practical limits to the size of the mixtures based on the anticipated hit rate, because a point will eventually be reached where deconvolution of the mixture would be equivalent to the analysis of individual compounds. Additionally, mixtures may pose potential problems such as reduced solubility, reactivity, and cooperative binding, i.e., a compound only exhibits binding in the presence of the mixture.

Another potential problem arises from the inherent strength of the technique, the relative sensitivity of the amide chemical shifts to the environment. In an HTS format, maintaining consistency of sample preparation is a non-trivial exercise. It is especially difficult predicting the affect of the compounds or mixtures on the sample. Specifically, changes in pH or solvent concentration upon addition of the compounds to the protein sample may induce chemical shift changes not associated with a binding event. Proper controls will aid in identifying potential false positives.

Finally, the quality of the 2D 1H-15N HSQC spectra and the ability to take advantage of the NMR assignments to identify ligand binding sites is limited by the MW of the protein. Proteins in the less than 20- to 25-kDa range are routinely assigned and amenable to the SAR by NMR approach assuming the protein is reasonably soluble and stable. For larger MW proteins, it is necessary to employ deuterium labeling in conjunction with TROSY-based experiments. It is important to note that the 2D 1H-15N HSQC screening is not dependent on the protein assignments. Chemical shift perturbations in the absence of assignments will still identify a potential binder to the protein, whereas comparison of chemical shift perturbation patterns to known ligands may generate some
information on the binding site for the unknown ligand. The unavoidable fact is that the nature of the protein will dictate the feasibility of the application of the SAR by NMR approach to drug screening.

b. 2D-trNOE

An alternative to the 2D $^1$H-$^{15}$N HSQC approach described in detail above is the 2D-transferred NOE experiment [71, 90, 91]. The 2D-trNOE experiment addresses some of the issues that are raised by the 2D $^1$H-$^{15}$N HSQC experiment, particularly the protein MW limit and the quantity of isotope-labeled protein. An NOE occurs from a through-space transfer of magnetization through a dipole-dipole interaction. This transfer is strongly distant dependent ($1/r^6$) and provides the fundamental source of structural information in NMR analysis. The trNOE is the extension of the NOE phenomena to a biological system under exchange. Essentially, two protons in close contact in the bound conformation of ligand will give rise to an NOE. This NOE will be transferred to the free ligand's resonance through chemical exchange. Thus, it is possible to observe an NOE arising from the ligand's bound conformation by observing the free ligand's NMR spectrum (Figure 5.2). To be able to observe a trNOE, the off-rate between the free and bound forms of the ligand must be much faster than the cross-relaxation rate (which gives rise to the NOE) and the spin-lattice relaxation rate. The result of these requirements is that the trNOE experiment increases in efficiency and sensitivity for weak binding ligands ($K_D > 10 \text{ } \mu\text{M}$) and large MW proteins (>20 kDa).

In practice, a 2D-trNOE experiment requires a minimal amount of unlabeled protein because the sample preparation requires the ligand be in 10- to 20-fold excess. Significant excess of the ligand relative to the protein accomplishes the objective of observing the NMR spectrum of the free ligand while maximizing the number of exchange events that occur during the NMR experiment. Briefly, a 2D-trNOE experiment correlates $^1$H chemical shifts that are separated by 6 Å in the bound state of the ligand. A 2D-trNOE spectrum would contain diagonal peaks consistent with the 1D $^1$H spectrum of the ligand where same-sign off-diagonal peaks would indicate resonances that exhibit a trNOE (Figure 5.2c). Additionally, the relative intensity of the trNOE cross-peaks is related to the distance separation between the two correlated protons. This information may then be used to determine the bound conformation of the ligand. Obviously, the structure of the bound form of the ligand is only of interest if the compound is inherently flexible. If the compound does not bind the target protein, the 2D-trNOE experiment will be void of off-diagonal peaks or the peaks will be the opposite sign (Figure 5.2b). The 2D-trNOE does not provide any structural information relative to the protein or the identity of the ligand-binding site. Furthermore, the 2D trNOE experiment requires relatively long data acquisition times (>1 h per sample) that limit its utility in a high-throughput format.

Thus, the 2D-trNOE may be a preferred alternative to the 2D $^1$H-$^{15}$N HSQC experiment for the analysis of a small library of ligands that bind weakly to large MW proteins. Additionally, the 2D-trNOE may be used in combination with the 2D $^1$H-$^{15}$N HSQC experiment to identify both the binding conformation of the ligand and its binding site on the protein target.
FIGURE 5.2  Example of the 2D-trNOE experiment to identify binders to a protein target. (a) Chemical structure of OXY. (b) 2D $^1$H NOESY spectra of OXY (5 mM) and a corresponding 1D $^1$H trace. (c) spectra of OXY (5 mM) in the presence of 0.083 mM of human serum albumin. The observed trNOEs for OXY upon binding human serum albumin are boxed and labeled. (Reprinted with permission from reference [91]. Copyright 1998 by John Wiley & Sons, Inc.) See Color Plate 5.
This information may be useful in generating a rapid model of the protein-ligand complex in lieu of a high-resolution structure. The advantage of this approach would be a combination of speed and overcoming difficulties in obtaining a high-resolution structure of the complex.

2. 1D NMR Screening Techniques

The obvious benefits identified in the SAR by NMR screen and its illustrated success in designing stromelysin inhibitors combined with the inherent limitations described above has fostered an interest in identifying alternative NMR screening approaches. There exists a variety of NMR techniques utilized in the evaluation of ligand binding that exhibit inherent strengths and weakness associated with the amount of material required, experiment time, ability to differentiate between non-specific and stoichiometric binders, and the ability to identify the ligand binding site. All of these factors will contribute to the effectiveness and utility of a particular approach in an NMR-based screen.

a. 1D Line-Broadening

The 2D $^1$H-$^{15}$N HSQC experiments described in detail above take advantage of one principle property of an NMR experiment, the chemical shift, to monitor the interaction of a ligand with a protein target. Another fundamental property of an NMR spectrum is the inherent line width of an NMR resonance. NMR line widths are dependent on $T_2$ relaxation, which is directly correlated with the MW of the molecule. Thus, the inherent NMR line widths for a molecule increase or broaden proportionally to its MW. This provides a simple mechanism to monitor the binding of a low MW ligand to a relatively large MW protein. Upon binding the protein, the ligand will experience an increase in line width proportional to the MW of the protein (Figure 5.3). The observed increase in the line width for the ligand will depend on a number of factors including $K_D$, concentration of the ligand and
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protein, exchange rates, dynamics, and the MW of the protein. In general, the observed change in the ligand’s line width \( (v_{\text{obs}}) \) will follow:

\[
v_{\text{obs}} = f_{\text{free}} \cdot v_{\text{free}} + f_{\text{bound}} \cdot v_{\text{bound}}
\]

where \( f_{\text{free}} \) and \( f_{\text{bound}} \) are the fraction free and bound, respectively, and \( v_{\text{free}} \) and \( v_{\text{bound}} \) are the line widths for the free and bound states of the ligand, respectively. Thus, the increase in line width for the ligand will depend directly on the fraction bound and the line width of the complex. Obviously, the fraction bound \( (f_{\text{bound}}) \) will be dependent on the \( K_D \) of the complex and the concentration of both the ligand and protein, where the line width of the complex will be primarily dependent on the MW of the protein. For a ligand with an unknown affinity for the protein target, an experiment is designed based on an estimate of the \( K_D \)’s upper limit and practical considerations such as the solubility of the compound and the NMR detection limit. Also, the protein target should be \( >20 \text{ kDa} \) to obtain noticeable line-broadening effects.

The analysis of line-broadening effects may also be complicated by exchange rates \( (k_{\text{ex}}) \), where effects on the NMR spectra are only observable if \( k_{\text{ex}}^{-1} < T_2 \). There are effectively three regimes of exchange on the NMR timescale, fast \( (k_{\text{ex}} > 2\pi\Delta\delta) \), slow \( (k_{\text{ex}} < 2\pi\Delta\delta) \), and intermediate \( (k_{\text{ex}} \approx 2\pi\Delta\delta) \) that are differentiated by the chemical shift difference \( (\Delta\delta) \) between the free and bound forms of the ligand. For fast exchange, the increase in line width for the bound ligand will be dominated by the line width of the protein. In the slow exchange regime, two different resonances will be observed that correspond to the bound and free forms of the ligand where the line widths will correlate with the MWs of the complex and the free ligand, respectively. In practice for a large MW protein, the intensity of the NMR resonance for the ligand will appear to decrease upon binding the protein, because the ligand resonances associated with complex formation will typically be broadened into the baseline. In the intermediate regime, the peak shape and line width will follow a complex function resulting in a more dramatic broadening of the peak relative to either the fast or slow exchange regime.

The dynamics of localized regions within the protein may further complicate the impact on the observed line-width change for the ligand upon binding the protein. In a similar analysis to the exchange rate for the complex formation, the region of the protein that interacts with the ligand may also be undergoing a conformational exchange. Thus, the apparent impact of the line-width change on the ligand may be greater than the effective MW difference because of the additional exchange broadening that results from the local protein dynamics. Of course, the formation of the complex may alter the local protein dynamics and potentially eliminate this contribution.

Also contributing to the ligand’s observed line-width increase would be non-stoichiometric binding behavior of the ligand. If the ligand binds non-specifically with multiple modes of interaction then the effective fraction bound will be much greater relative to a stoichiometric binder. The observed result is a large increase in the line width of the ligand at relatively high ligand-to-protein ratios \( (20–10:1) \). Therefore, in the absence of protein dynamics and intermediate exchange, monitoring line-width changes as a function of protein concentration may provide a qualitative indication of non-stoichiometric
behavior. Identifying compounds with non-specific protein binding is a very valuable tool, because these compounds tend to be undesirable lead candidates and problematic in the structure determination of protein-ligand complexes. An important caveat is verifying that the NMR binding analysis is done under conditions comparable to the ligands K_D or IC_50. If the NMR experiments are done at concentrations well above the K_D, the observed non-stoichiometric binding may be irrelevant and may mask a specific tight binding interaction.

Unknown factors in the practical application of 1D line-broadening experiments to screen for potential binders of a protein target of interest are the K_D for the complex, the NMR regime for the exchange rate, the stoichiometry or specificity of binding, and compound solubility or whether the compound actually binds the protein. Nevertheless, at the start of a drug discovery effort the initial leads are expected to be weak binders that would most likely bind in the fast exchange regime on the NMR timescale. Additionally, IC_50s obtained from biological assays provide an approximation of the potential K_D of the complex, and the inherent aqueous solubility of the compound will dictate limits on the experiment. In addition, unusual protein dynamics may be discerned from structural information, dynamic analysis, or the observed behavior of known stoichiometric binders. The 1D line-broadening experiments have the advantage of being relatively rapid (requiring a few minutes per spectra) while avoiding the need for an isotope-labeled protein. Additionally, the approach does not require any NMR information on the protein (assignments, structure) to fully analyze the data. Furthermore, the utility of the 1D line-broadening experiment increases with large MW proteins that are typical pharmaceutical and cancer targets. The gain in speed relative to the 2D trNOE or 2D ^1H-^15N HSQC spectra is based on collecting one (~1:1 ligand-protein ratio) or two titration points (additional high ligand-to-protein ratio) instead of a full titration experiment. Also, there is only a modest savings in protein usage relative to the 2D ^1H-^15N HSQC because a significant change in line width is usually observed close to a 1:1 ratio. This is due to a combination of factors including the typical solubility range of the organic compounds in aqueous buffers, the weak K_Ds of the complex, NMR sensitivity, and the desire for fast acquisition times. Nevertheless, 1D line-broadening experiments provide a rapid means for determining if an identified lead binds to the protein target of interest while obtaining qualitative information of the relatively stoichiometry of binding. This binding information is critical for a successful structure-based drug design effort.

b. **1D STD**

While the 1D line-broadening experiment described in detail above is a very robust and routine approach for validating potential lead molecules, the optimal application of the methodology requires collecting a full titration over a range of protein concentrations. This effectively limits the application in a screening approach. For screening large libraries of compounds by NMR, the desire is to minimize protein requirements while increasing the speed of acquiring the NMR spectra. Furthermore, it would be ideal for the methodology to be applicable to a wide MW range of proteins while eliminating the requirement for labeled protein. The 1D-STD experiment effectively
addresses these issues. The 1D-STD experiment is analogous to the 2D-trNOE previously described.

The basic idea of the 1D-STD experiment is to transfer the saturation of magnetization from the protein target to the ligand through a binding event (Figure 5.4). The experiment is conducted by alternatively subtracting a 1D spectrum with on- and off-resonance irradiation of protein resonances. In practice, this is accomplished by selectively irradiating a region of the $^1$H NMR spectra that is devoid of ligand resonances, but contains protein resonances. The edge of the methyl region (0.3 to $-0.3$ ppm) is typically chosen for these experiments. With sufficient pulse strength and duration, a majority of the protein NMR signals will be saturated through spin diffusion. Then, if the ligand binds the protein, the effective saturation will be transferred to the ligand. The result is a reduction in the intensity of the ligand NMR spectrum during the on-resonance irradiation compared to the off-resonance irradiation cycle. Because the spectrum is being alternatively subtracted, the difference spectra should yield the 1D NMR spectrum of the ligand (Figure 5.4). Conversely, if the ligand does not bind the protein, no change in the ligand's intensity occurs for either the on- or off-resonance irradiation cycle, thus the end result is a null spectrum.

Similar to the 2D-trNOE experiment, the 1D-STD experiment is more sensitive to weak binding compounds with fast off-rates. By maximizing the number of exchange events that take place during the on-resonance irradiation time, a maximal number of ligand molecules will incur a decrease in signal intensity. Again, similar to the 2D-trNOE experiment, the 1D-STD experiment is conducted at a high ratio of ligand to protein (20–50:1). Also, the sensitivity of the 1D-STD experiment will depend on the proton density at the ligand-protein interface. The higher the density of protons at the binding site the more efficient is the saturation transfer. A comparable experiment to the 1D-STD is the WaterLOGSY experiment, which uses the transfer of magnetization from the water shell instead of the protein [92, 93]. The WaterLOGSY experiment is particularly beneficial for compounds binding to DNA/RNA that have a relatively low proton density but a more defined water shell in the minor and major grooves.

The 1D-STD experiment provides a rapid approach to screening compounds that bind proteins while significantly reducing the protein requirement (from $\mu$M–mM to nM–$\mu$M) and acquisition times (<15 mins. per spectrum) relative to other NMR experiments previously described. Also, the methodology does not require isotope labeling and is not limited by the MW of the protein. The protein size will affect the sensitivity of the experiment since spin diffusion is more efficient at higher MWs. One significant caveat to the approach is the higher likelihood of false positives, because the approach does not differentiate between specific and non-specific binding events. In fact, weak non-stoichiometric binding may generate a strong STD response, which suggests the approach may be more susceptible to identifying non-specific binders. Conversely, the methodology may miss very tight binders ($K_D \sim$ nM) with slow off-rates, which may be problematic because ultimately these are the compounds of interest. Of course, at the early stages of a drug discovery project, identifying a low nanomolar binder is highly unusual.
FIGURE 5.4 Illustration of the application of the STD experiment for the binding of ATP to a kinase. (a) The 1D NMR-spectrum of free ATP (50 μM). (b) STD spectrum of 50 μM ATP in the presence of 5 μM of the kinase. (c) STD spectrum of 50 μM ATP in the presence of 10 μM of the kinase. The observed STD peaks for ATP are indicated with a solid arrow (↓).
Effectively, the 1D-STD experiment determines the presence of relatively weak binding interactions, is amenable to HTS, and provides a good starting point for further evaluation of compounds.

c. SHAPES Approach

Given the ability of traditional high-throughput approaches to screen a library containing upwards of a million compounds, where this limit continues to expand as the technology advances, NMR-based screens will tend to pale in comparison to the total number of compounds screened in an HTS assay. Thus, the composition of a library screened by NMR becomes a very important consideration. There are numerous and equally acceptable approaches to designing a chemical library utilized in an NMR screen. The variety of possible compound library designs has been described at length [94–98]. A common approach is to design a chemical library that focuses on specific properties of the compounds, such as solubility, “drug-like” properties, and structural diversity [99, 100].

The design and composition of the chemical library is a major component of the SHAPES approach to screening by NMR [101] (Figure 5.5). Briefly, the compounds in the comprehensive medicinal chemistry (CMC) database (MDL Information Systems, San Leandro, CA) were classified into frameworks, a system consisting of rings and linkers [102]. Side-chains attached to the frameworks of known drugs in the CMC database were also identified. The 41 most frequently occurring frameworks and 30 common side chains were used to search the available chemical directory (ACD). The resulting hits from the ACD were filtered for aqueous solubility, availability, ease of synthesis, representative drug class from the CMC, and quality of the NMR spectra. The end result is a library consisting of about 200 compounds that can be readily and quickly screened by NMR. The screening for binders in the SHAPES approach is typically accomplished by either 1D line-broadening or 2D-trNOE experiments as described in detail above (Figure 5.5a). The positive hits are then used as starting points for ligand design by using the compounds as the basis for structure-based searches of compound databases, which direct the design of compound libraries for HTS assays or for guiding the synthesis of combinatorial libraries. In effect, a small compound library that can be screened quickly and efficiently by NMR while requiring minimal amounts of protein can be used as a surrogate to obtain information for a large database containing millions of compounds.

The SHAPES method has been applied to a number of protein targets including p38 MAP kinase (Figure 5.5). The p38 MAP kinase signaling pathway transmits cytokine- and stress-induced apoptosis, which is associated with a number of cancers including breast, stomach, liver, and prostate [103]. Fejzo et al., illustrated the design of a p38 MAP kinase inhibitor starting from weak binders (K_D = 1–7 mM) identified in the SHAPES screen [101]. By fusing fragments with common scaffolds, the affinity of the compounds increased to a K_D of 200–300 μM and eventually to a compound with a K_D of ~200 nM (Figure 5.5b). The tight binding compound designed from the SHAPES initial lead is in the same structural class as the SmithKline Beecham SB-203580 compound, which is a well-characterized and potent
FIGURE 5.5 Example of the application of the SHAPES approach to NMR screening for the design of p38 MAP kinase inhibitors (from [101]). (a) Comparison of the 1D $^1$H spectra of a mixture of two ligands in the absence (top) and presence (bottom) of p38 MAP kinase. The broadening of the 2-phenoxy benzoic acid NMR resonances indicates binding to p38 MAP kinase. (†). No broadening was observed in the nicotinic acid (†). (b) An example showing how fusion of fragments identified from the SHAPES screen with a common scaffold lead to a potent inhibitor of p38 MAP kinase that was structurally similar to a previously identified and well-studied inhibitor. (Reprinted with permission from reference [101]. Copyright 1999 by Elsevier Science.)
FIGURE 5.5 (Continued)
p38 MAP kinase inhibitor. This result provides further credence to the SHAPES approach of lead discovery and drug design.

d. Other NMR Screening Approaches

Some of the major and routinely used applications of NMR in a screening effort have been described in some detail, but this is far from complete. This is especially true because the list is continually evolving and expanding as new techniques become available. Additional NMR approaches that have been applied to screening compound libraries include diffusion-edited [66, 68, 104], relaxation-edited [66], and NOE-pumping techniques [76]. These approaches fall into the 1D NMR class of techniques, which are similar to the 1D-STD and 1D-line broadening methods. What fundamentally differentiates these techniques is the NMR property associated with the binding event. Similar to the other approaches described herein, there are inherent advantages and disadvantages associated with each method that will determine its appropriate utility in a particular screen.

B. Protein Structures by NMR

Essential to a structure-based drug design program is the availability of a high-quality structure of the protein of interest (Figure 5.6). X-ray crystallography has historically been a major source for obtaining 3D structures of proteins [30], where the use of NMR is a relatively recent addition to the structure-based drug design approach [12]. A number of barriers exist that have sometimes limited the application of NMR. Specifically, NMR requires extensive isotope labeling of the protein and may take six months to a year using standard methodology to determine a high-resolution structure for proteins <40 kDa. Conversely, X-ray crystallography routinely solves protein-ligand structures in weeks to months and in some cases as fast as a few days. Furthermore, there is generally no limit to the size of the protein that may be solved by X-ray crystallography and no dependency on isotope labeling. Nevertheless, X-ray crystallography is highly dependent on the ability to obtain crystals that exhibit reasonable diffraction (<2.5 Å). In addition, because NMR determines a solution structure of the protein, information concerning dynamics is obtained while avoiding issues associated with crystal packing interactions. In essence, NMR and X-ray crystallography are complementary approaches to ascertain as much structural information about a protein as possible. A number of analyses have demonstrated that protein structures determined by both NMR and X-ray are generally quite similar [105–107], and that it is feasible to determine a protein structure by combining both NMR and X-ray data [108–110]. The total number of X-ray and NMR structures determined and deposited in the protein database [111] continue to expand at an impressive rate. To date, ~4600 and ~27,000 biomolecular structures have been determined by NMR and X-ray, respectively. These numbers are sure to increase rapidly with the burgeoning role of structural genomics [52, 61]. The NMR structures determined cover a wide range of therapeutic targets where cancer has been a primary area of exploration. A few select examples will be summarized.
1. Growth Factors

Growth factors have been a prominent target for the development of cancer therapeutics as a result of their proliferative response, modulation of cell motility, cell differentiation, and survival. Additionally, some growth factors have been identified as oncogenic whereas others transform cells in vivo. Correspondingly, the structures of a number of growth factors have been determined as an aid to understand their mechanism of activity and as part of a drug development program. A prime example of a growth factor family that has been extensively studied is the fibroblast growth factors (FGF) [112] where a number of NMR [113–117] and X-ray structures [118] have been determined (Figure 5.6a).

Basic fibroblast growth factor (FGF-2) exhibits angiogenic and a variety of growth and differentiation activities with involvement in tumor growth and cancer [119–122]. A common feature of FGF family members is their high affinity toward heparin sulfate proteoglycans (HSPG) [119]. The interaction of FGF-2 with HSPG is required for high-affinity binding to its cell surface tyrosine kinase receptor (FGFR) and essential for mediating internalization and intracellular targeting through a ternary complex [123]. As a result of the importance of the role of heparin in the function of FGF-2 and a minimal understanding of its mechanism of action, structural effort on FGF-2 has focused on the heparin interaction with FGF-2 and FGFR. NMR and X-ray structures have determined the interaction of FGF-2 with heparin and its role in forming the ternary complex with the receptor (Figure 5.7). Both FGF-2 and FGFR contain defined heparin binding sites composed of spatially clustered Arg and Lys residues, which interact through salt bridges with sequence-specific sulfates from heparin. Heparin stabilizes the FGF-2:FGFR complex by simultaneously binding the heparin binding site on both FGF-2 and FGFR. The exact mechanism of receptor-induced dimerization is still uncertain as a number of distinct models exist based on multiple X-ray structures of FGF-FGFR-heparin complex [124, 125]. NMR and X-ray have also suggested that the role of heparin is to form a biological active form of an FGF-2 dimer as a precursor to receptor dimerization [114, 126] (Figure 5.7). The resulting complexity of the FGF-FGFR ternary complex implies an extreme difficulty in designing a small molecule that may effectively inhibit the interaction of FGF-2 with its receptor. Nevertheless, suramin and suramin analogs, which mimic heparin and bind to the FGF-2 heparin binding site, have presented one approach to inhibiting the FGF-2-FGFR receptor interaction [127].

Additional growth factors have been explored structurally by NMR in an effort to further our understanding of their function and activity; these have included vascular endothelial growth factor (VEGF) [128, 129], epidermal growth factor (EGF) [130–132], transforming growth factor (TGF) [130, 133–135], and insulin-like growth factor (IGF) [136].

2. Cytokines

Analogous to growth factors, cytokines have also been an extremely active area of structural effort [137]. In fact, some of the first applications of NMR to determine high-resolution solution structures of protein based on the combined utilization of multidimensional NMR and protein isotope labeling
FIGURE 5.6 Ribbon diagrams of the NMR solution structures of (a) FGF-2, (b) MMP-1, (c) MMP-13:CPD-693, (d) IL-4, and (e) IL-13 (from [113, 150, 151, 161]). (Reprinted with permission from references [154, 167]. Copyright 2001 and 2000 by Elsevier Science.) See Color Plate 7.
FIGURE 5.7  (a) NMR model of the heparin-induced oligomerization of FGF-2 as a prerequisite to receptor binding. FGF-2 is shown as a ribbon where side chains for residues involved in heparin binding are illustrated. Heparin is shown as a licorice bond representation colored by atom type. The putative receptor binding site is colored red and residues that incur chemical shift changes in the heparin-binding site from heparin-binding site are colored blue. (Reprinted with permission from reference [114], Copyright 1997 by American Chemical Society.) (b) X-ray model of an FGF2-FGFR1-heparin complex with 2:2:2 stoichiometry. FGFR (green) and FGF (cyan) are in ribbon representation and heparin is in a spacefill representation. (Reprinted with permission from reference [118]. Copyright 2001 by Elsevier Science.) See Color Plate 8.
has been applied to cytokines. Specifically, both the structures of interleukin-8 (IL-8) [138, 139] and interleukin-1β (IL-1β) [140] were determined early on by NMR. Again, this interest originates from the observation that cytokines are able to stimulate the proliferation and differentiation of a number of different cell types. This activity arises from the binding interaction of the cytokine with its specific receptor, where the cytokine-receptor binding interaction generates the intracellular signal. A variety of cancer cell lines are differentiated by the specific overexpression of a particular cytokine receptor that provides a potential opportunity for a therapeutic treatment for cancer [141–144].

Interleukin-4 (IL-4) [145, 146] and interleukin-13 (IL-13) [147, 148] are two cytokines of recent interest because of their overlapping biological function and important roles in asthma, allergy, and inflammatory response as well as their activity in cancer. IL-13 shares many functional properties with IL-4 as a result of the common IL-4Rα component in their receptors [146, 149]. Comparison of the solution structures of IL-4 [150–153] and IL-13 [154, 155] indicates a similarity in the overall fold of the proteins with the adoption of the short chain left-handed four-helix bundles observed in a number of cytokines [137] (Figures 5.6d and e). Based on the available structural and mutational data for IL-4 and IL-13, an IL-13/IL-4Rα model and a sequential mechanism for forming the signaling heterodimer has been proposed for IL-13. IL-4 binds the IL-4Rα chain of the IL-4R with high affinity and only binds the common γC chain after the complex with the IL-4Rα chain. Conversely, IL-13 does not bind the IL-4Rα chain until after the complex with IL-13Rα1 is formed. From the similarity of the IL-4 and IL-13 structure, a model for IL-13 complexed to IL-4Rα was based on the IL-4/IL-4Rα X-ray structure (Figure 5.8). The IL-13/IL-4Rα model indicates a suboptimal interaction between the two proteins consistent with the corresponding weak affinity. The model also suggests that a conformational change in IL-13 probably occurs upon the formation of the IL13/IL-13Rα1 complex as a prerequisite to recruit IL-4Rα to the ternary complex. The analysis of IL-4 and IL-13 represents a prime example of the complementary nature of NMR, X-ray, and mutagenesis data to further our understanding of protein function. In addition to IL-1β, IL-4, IL-8, and IL-13, solution structures for IL-2 [156], IL-6 [157], and IL-16 [158] have been determined by NMR.

3. Matrix-Metalloproteases

An exceptionally active area of research has been in the design of inhibitors against various matrix-metalloproteases (MMPs) for use as therapeutic agents in the treatment of cancer [81, 82] (Figures 5.6b and c). The MMP family consists of more than 25 enzymes, which in total are capable of hydrolyzing the major components of the extracellular matrix including collagens, elastins, proteoglycans, and matrix glycoproteins. The degradation of the extracellular matrix is associated with normal tissue remodeling and, as result, MMP expression and activity is highly controlled by tissue inhibitor of metalloendoproteases (TIMP). A number of biochemical stimuli, including oncogene products and tumor promoters, also affect the synthesis and activation of MMPs, which may contribute to the loss in MMP regulation and result in the pathological destruction of connective tissue and an ensuing disease state [159, 160]. The process
FIGURE 5.8 Interaction of IL-13 with its receptor. (a) IL-13/IL-4Rα model based on the IL-4/IL-4Rα X-ray structure (PDB ID:1IRA) [422]. IL-13 replaced IL-4 in the IL-4/IL-4Rα X-ray structure by overlaying IL-13 onto IL-4 based on the common secondary structure elements and cysteines. IL-4Rα is shown as a molecular surface (green) and IL-13 as a ribbon diagram colored by secondary structure, where the helices are colored purple and the β-sheets are colored yellow. Only the IL-13/IL-4Rα interface is illustrated. The secondary structure elements are labeled. (b) Expanded view of the IL-13/IL-4Rα binding site indicating the interaction with helix αA from IL-13. (c) Expanded view of the IL-13/IL-4Rα binding site illustrating the interaction with helix αC from IL-13. The side chains for critical residues based on the IL-4/IL-4Rα X-ray structure and mutational data are shown and labeled. Residues from IL-4Rα are labeled with the prefix “r.” The side chains are colored by element type; the backbone atoms for IL-13 and IL-4Rα are colored magenta and blue, respectively. (Reprinted with permission from reference [154]. Copyright 2001 by Elsevier Science.) See Color Plate 9.
of cell metastasis inherently requires the tumorigenic cell to extradite itself from its current location, travel to a new destination, and integrate itself into its new surroundings. This process necessitates the degradation of the extracellular matrix at both cellular locations, which implicates the MMPs as being a critical component of metastasis and angiogenesis. As a result, extensive structural data has been collected for the MMP family [82] where NMR structures have been determined for MMP-1 (collagenase-1) [161, 162], MMP-2 (gelatinase A) [163], MMP-3 (stromelysin-1) [164–166], and MMP-13 (collagenase-3) [167, 168]. The MMPs are multi-domain proteins composed of a pre-domain involved in enzyme secretion, a pro-domain that is autoinhibitory, a catalytic domain responsible for enzyme activity, and a hemopexin-like domain involved in substrate recognition. A preponderance of the structural effort has focused on the catalytic domain based on the interest in drug design. The resulting availability of an abundance of MMP structural information has been successfully applied to the design of a plethora of MMP inhibitors that have successfully advanced to clinical trials. [169–172, 81, 82].

C. Protein-Ligand Complexes by NMR

The availability of the structure of the protein of interest provides an abundance of information critical to understanding the function and activity of the therapeutic target. As previously described, the structures for FGF-2, IL-13, and the MMPs have furthered our understanding of the role of heparin, the mechanism of protein-receptor complex formation, and the mechanism of peptide bond hydrolysis. Of course, access to the protein structure provides the groundwork for the design process for the development of inhibitors against the therapeutic targets. Fundamental to the structure-based drug design approach is the iterative cycle of obtaining a structure of the protein-ligand complex with each improvement in the compound’s affinity. Obtaining structural information on a protein-ligand complex by NMR may arise from a number of novel approaches: high-resolution structure of the complex, conformation of the bound ligand from 2D trNOEs, or a hybrid-model approach combining specific structural information for a protein-ligand complex with a prior protein structure.

The NMR methodology for determining high-resolution protein structures has been previously described in detail [31, 39, 173]. Briefly, a prerequisite to the structure determination process is the availability of complete or nearly complete NMR resonance assignments for the protein as described in Section II.A.1.a. First, the regular secondary structure elements are identified from a qualitative analysis of sequential and inter-strand NOEs, NH exchange rates (hydrogen-bond restraints), $^{3}$H$_{N\alpha}$-coupling constants, and the $^{13}$C$\alpha$ and $^{13}$C$\beta$ secondary chemical shifts. NOE distance restraints defining the protein structure are then identified from 3D $^{15}$N-edited NOESY and $^{13}$C-edited NOESY experiments. Also, $\phi$, $\psi$, and $\chi$ torsion angle restraints are obtained from coupling constants, approximate distance restraints for intra-residue and sequential NOEs, and from chemical shift analysis using the TALOS program [174]. Also, a conformational database [175, 176] and radius of gyration [177] potential have been added to the structure calculation procedure to improve the quality of structures and increase the number of restraints. Recently, residual dipolar
coupling constants obtained from proteins in aligned media have been incorporated into the refinement protocol [178] and have demonstrated the capability of significantly improving the quality of NMR structures with minimal restraints [179–182]. The total of available restraints and structural information are utilized to calculate structures of the protein using a hybrid distance geometry-dynamical simulated annealing method [138, 183–185].

To incorporate the ligand into the protein structure requires obtaining additional intermolecular NOEs between the protein and ligand and intramolecular NOEs for the ligand itself. This is accomplished by taking advantage of the different isotope labeling between the protein and ligand. In general, the protein is $^{13}$C and $^{15}$N labeled while the small molecule is unlabeled or natural abundance. By applying appropriate isotope-filtering and -editing techniques it is possible to selectively observe NMR resonances originating from either the protein or small molecule. Thus, traditional 2D-NOESY, COSY, and TOCSY spectra of a compound in the presence of the protein are obtained from 2D $^{12}$C-filtering experiments [186–188] where only cross-peaks between protons attached to $^{12}$C carbons are observed. These experiments efficiently filter all protein resonances and allow for the straightforward analysis of the compound spectrum in the presence of the protein. This information is then used to determine the bound conformation of the ligand. Intermolecular NOEs between the compound and the protein are obtained similarly by employing 3D $^{13}$C-edited/$^{12}$C-filtered NOESY in combination with 3D $^{15}$N-edited NOESY [189, 190]. The 3D $^{13}$C-edited/$^{12}$C-filtered NOESY experiment only exhibits NOEs from protons directly attached to $^{13}$C labeled carbons to protons attached to $^{12}$C unlabeled carbons. Thus, NOEs are only observed between the labeled protein and the unlabeled compound; protein-protein and ligand-ligand NOEs are effectively filtered. This is not the case for the 3D $^{15}$N-edited NOESY experiment. The protein-ligand NOEs have to be differentiated from the protein-protein NOEs. This is accomplished from comparison to the free protein spectra and/or focusing on protein amides associated with the ligand binding site identified from the 3D $^{13}$C-edited/$^{12}$C-filtered NOESY and 2D $^{1}$H-$^{15}$N HSQC spectra. The resulting ligand intramolecular NOEs and the ligand-protein intermolecular NOEs are added to the protein structural restraints to determine the structure of the complex.

The standard approach to determining a high-resolution solution structure of a protein-ligand complex lends itself to a hybrid method to expedite the data analysis process and refinement protocol [162]. The concept is based on merging the specific ligand intermolecular and intra-residue NOEs observed for a new compound with the complete data set previously used to determine a high-resolution solution structure of a protein. The complete restraint files for the protein are subsequently edited or filtered to remove restraints that are consistently violated in the structure calculation of the new complex. In this manner, preference is given to the new experimental restraints unique to the complex permitting the details of the binding site to be preferentially determined by the intermolecular NOES. The approach is equally applicable to either an inhibitor-free or protein-ligand complex as the reference structure. For a protein-ligand complex, the previous inter- and intra-molecular NOEs associated with the original inhibitor are simply replaced with the data for the new inhibitor.
The MMPs have been a very active and successful target for structure-based drug design programs, whereas the compounds identified from these efforts have potential utility as cancer therapies. The MMPs are involved in the degradation of the extracellular matrix, and the loss of control of their activity may contribute to metastasis and angiogenesis. The MMPs contain a catalytic domain that has been the focus of the structural effort for drug design based on the presentation of a "classic" enzymatic active site. This is in contrast to the more difficult challenge of identifying small MW compounds that may effectively inhibit protein-protein interactions such as observed in FGF-2 and IL-13.

Members of the MMP family exhibit a high similarity in the overall structural fold of the catalytic domain while maintaining a number of key features. In general, the protein is comprised of a five-stranded mixed parallel and anti-parallel β-sheet, three α-helices, and structural Zn and Ca ions. The enzyme active site contains a catalytic Zn coordinated by three histidines proximal to a variable sized S1’ pocket. The active site is bordered by β-strand IV, the Ca$^{2+}$ binding loop, helix B, and a random coil region and contains additional shallow solvent exposed S2’, S3’ and unprimed S subsites.

It has been postulated that the toxicity demonstrated by many MMP inhibitors in clinical trials may result from non-specific inhibition. Thus, the current approach relies on structure-based design of inhibitors of specific MMPs, where selectivity against MMP-1 may be a desirable trait. The extensive structural data available for the MMPs [82] has enabled the identification of an obvious approach for designing specificity by taking advantage of the sequence difference and the distinct size and shape of the S1’ pocket (Figure 5.9). The high-resolution solution structures for inhibitor-free MMP-1 [161], MMP-1 complexed with CGS-27023A, and MMP-13 complexed with CPD-693 [167] readily illustrate this point (Figures 5.6b and c).

Comparison of the sequences in the active site between MMP-1 and MMP-13 indicates only three significant changes: an Arg to Leu, Asn to Leu, and Ile to Ser, respectively. The close sequence similarity in the active site between various MMPs is a common theme that makes it difficult to design selectivity into inhibitors based strictly on sequence differences. The most distinct structural difference between the MMPs that is readily amenable to incorporating specificity in drug design is the relative size and shape of the S1’ pocket. This is clearly evident by comparison of the S1’ pockets for MMP-13 and MMP-1 where the large difference in size of the pockets is striking (Figure 5.9). The S1’ pocket for MMP-13 nearly reaches the outer surface of the protein and is greater then twice the size of the MMP-1 pocket. The additional size of the MMP-13 S1’ pocket relative to MMP-1 is further illustrated by the filling capacity of the two inhibitors. In the MMP-1:CGS-27023A structure the p-methoxyphenyl effectively fills the available S1’ pocket for MMP-1. Conversely, in the MMP-13:CPD-693 complex, the p-methoxyphenyl only partially fills the available space. This structural difference suggests a ready approach for designing specificity between MMPs by taking advantage of the significant size difference of the S1’ pockets. Based on these structural differences, a novel, potent, and selective inhibitor for MMP-13 was designed from a weak HTS lead [191] (Figure 5.10). CPD-198 was identified as
FIGURE 5.9 Illustration of the differences in the size and shape of the S1' pocket for MMPs and related proteins. Ribbon diagrams and S1' pockets for MMP-1, MMP-13, and TACE. See Color Plate 10.
FIGURE 5.10 Application of the MMP NMR structures for the design of a novel, potent, and selective inhibitor for MMP-13. (a) Expanded view of the NMR MMP-13:CPD-198 complex overlaid with the MMP-13:CPD-177 model. This demonstrates the approach to forming the hybrid inhibitor CPD-523 where the MMP-13 active site is shown as a grid surface with CPD-198 and CPD-177 are shown with licorice bonds. (b) Design scheme showing the flow from CPD-198 and CPD-062 to CPD-523. The observed IC₅₀ and selectivity against MMPs and TACE for inhibitor CPD-523 are listed below the design scheme. (Reprinted with permission from reference [191], Copyright 2000 by American Chemical Society.) See Color Plate 11.
a weak (10 µM) inhibitor against MMP-13 while demonstrating no activity against MMP-1, MMP-9, or the related enzyme TACE. The structure of CPD-198 did not contain a Zn-chelating moiety and its binding interaction with MMP-13 was not obvious. An NMR structure for MMP-13 complexed with CPD-198 was determined by combining 1H-15N HSQC chemical shift perturbation data with intra- and inter-molecular NOEs from NMR-filtering/editing experiments. The model for MMP-13:CPD-198 complex was generated using the hybrid approach, described above, using the MMP-13:CPD-693 high-resolution solution structure as the reference structure. Standard molecular modeling and dynamics approaches were used to refine the resulting structure. The MMP-13:CPD-198 NMR structure indicates that morpholine binds proximal to the catalytic zinc where the oxygen forms a hydrogen bond with the backbone amide group of Leu-82 and the benzofuran group packs deep in the hydrophobic region of the S1′ pocket with the peptide bond linker portion forming hydrogen bonds with protein backbone groups. The structure was then used as a template for the design of a chimera structure containing the MMP-13 selectivity features of CPD-198 combined with the high MMP-13 affinity of CPD-177. As anticipated, the resulting structure, CPD-523, maintained its high selectivity for MMP-13 while substantially increasing its affinity for the protein. CPD-523 exhibited an IC50 of 17 nM for MMP-13 while demonstrating a >5800, 56, and >500-fold selectivity against MMP-1, MMP-9, and TACE, respectively. The success of the MMP-13 inhibitor design effort validates the hybrid approach of protein-ligand structure determination by NMR and the design of inhibitor selectivity based on the size and shape of the S1′ pocket. The MMP-13 inhibitor project is only one of a number of examples of the utilization of NMR as an aid in the drug discovery and design process [7, 12, 13, 15].

D. Dynamics Analysis by NMR

A unique feature of NMR that has significant potential and is generally underutilized in aiding the drug design process is the analysis of protein-ligand dynamics. Protein and ligand dynamics may have profound and unexpected impact on the effectiveness of a designed compound’s activity that is not readily apparent from a static model of the protein [13]. Protein dynamics are generally monitored by NMR by measuring heteronuclear relaxation parameters (T1, T2, and NOE), where 15N and 13C relaxation values generally yield information about the protein’s backbone and side-chain dynamics, respectively [192–194]. This arises from the relationship between the proteins correlation time (τc), the average time for a molecule to progress through one radian, and the mechanisms of the NMR relaxation process. For typical proteins, T1 increases proportionally with τc, T2 is inversely proportional to τc, and the magnitude of the NOE is proportional to the distance between the spin pair and a function of the correlation time (1/τc6 × f(τc)). In practice, the overall correlation time (τC) is ascertained from the T1/T2 ratio from each residue in the protein. While the τc provides a measure of the overall protein motion, local per residue motion is determined by the
variation of measured $T_1$, $T_2$, and NOE values from the expected values based on the measured $\tau_c$:

$$\frac{1}{\tau} = \frac{1}{\tau_c} + \frac{1}{\tau_e}$$

where $\tau_e$ is an effective correlation time describing the rapid internal motions associated with a particular residue. A model-free analysis of the relaxation data provides information on $\tau_e$, the order parameter ($S^2$), and exchange rate ($R_{ex}$) [195, 196]. $S^2$ provides information about the angular amplitude of the internal motion of the bond vector studied and varies from 0 to 1. In general, order parameters close to one are consistent with a rigid structure, whereas low-order parameters are consistent with dynamic regions of the protein. In practice, regions of the protein that exhibit significantly lower order parameters relative to the average are usually characterized as a dynamic region of the protein structure. A residue exhibiting an exchange rate implies an additional slow motion on the millisecond timescale, which further implies a dynamic region of the protein.

As previously described, the abundance of structural data available for the MMPs has provided a mechanism for the structure-based design of numerous MMP inhibitors. A focal point of this effort has been the goal of designing compounds with selective affinity to a particular MMP. To accomplish this goal, the design effort has primarily taken advantage of distinct size and shape differences in the $S1'$ pocket between various MMPs (Figure 5.9). The underlying assumption of this approach is a relatively static image of the MMP active site. NMR dynamic analysis of the MMPs has actually indicated that the active site of the proteins is inherently dynamic [161, 167, 197-199] (Figure 5.11). Furthermore, the nature of the inhibitor and its interaction with the protein can have differential affects on the active-site dynamics. The impact of the active-site mobility on drug design was clearly illustrated in recent MMP X-ray structures that demonstrated the ability of side chains in the active site to undergo conformational changes to accommodate a bound inhibitor [82, 200]. These inhibitors would be predicted to have a low affinity based on a poor fit in the active site from prior static images of the protein. Similarly, the dynamic behavior of a bound ligand may result in unexpected protein-affinity [424]. A series of hydroxamic acid compounds containing a butynyl PI' group were predicted not to bind MMP-1 because of strong steric clashes in the MMP-1 $S1'$ pocket. Nevertheless, a number of these compounds exhibited high (5-40 nM) affinity that was attributed to both a slow exchange between two bound conformations and a second fast exchange between two additional bound conformations. Thus, the poor fit of the butynyl group in the MMP-1 $S1'$ pocket is compensated by the compound maintaining a significant entropic contribution to its free energy of binding. Clearly, knowledge of the MMP active-site and ligand dynamics will influence design features of new compounds synthesized for MMP selectivity.

The analysis of MMP dynamics by NMR also illustrates an important caveat with interpreting X-ray structures from a dynamics perspective. It is generally accepted that regions of mobility in an X-ray structure are evident by relatively higher B factors [201]. Nevertheless, a correlation between
FIGURE 5.11 Residue plot of the order parameters ($S^2$) for (a) MMP-1 free, (b) MMP-1 complexed with CGS-27023A, and (c) MMP-13 complexed with CPD-693, which illustrates the mobility of the MMP active site and the effect of inhibitors on the mobility (from [167, 197]). (d) Ribbon diagram of MMP-1 with residues exhibiting doubling of peaks in the $^1$H-$^1$H NHSQC colored yellow, which indicates slow exchange, and the mobile active site loop is colored red. (Reprinted with permission from reference [167]. Copyright 2000 by Elsevier Science. Also reprinted with permission from reference [197]. Copyright 1997 by Kluwer Academic Publishers.) See Color Plate 12.

X-ray B factors and NMR order parameters does not always occur, because other factors such as crystal packing interactions may induce artificially low or high B factors [202–207]. The lack of a correlation between B factors and order parameters is evident in the MMP structures where a majority of the MMP X-ray structures exhibit low B factors for active-site residues [82]. Again, the utility of NMR for the analysis of protein dynamics validates the complementary roles of X-ray and NMR techniques in structural biology programs.
III. MASS SPECTROMETRY IN ANTICANCER DRUG DISCOVERY

MS is a powerful tool in cancer research. This became possible within the last quarter century with the advent of very soft ionization techniques and the availability of tandem MS. With soft-ionization techniques, molecular ions of thermally unstable materials can be reliably generated enabling materials of pharmaceutical and biological origin to be readily identified and characterized. These ionization techniques include FAB, ESI, and MALDI. (See Table 5.1 for definitions of MS and related terms.) By collisionally activating the molecular

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition-description</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>EI</td>
<td>Electron impact ionization: electrons used to ionize gas-phase analytes under vacuum</td>
<td>[399]</td>
</tr>
<tr>
<td>CI</td>
<td>Chemical ionization: ionized reagent gas molecules used to ionize analytes by ion-molecule reactions</td>
<td>[400]</td>
</tr>
<tr>
<td>FI</td>
<td>Field ionization: high-electric fields (generated using emitters consisting of carbon dendrites) ionize gaseous analytes under vacuum</td>
<td>[401]</td>
</tr>
<tr>
<td>FD</td>
<td>Field desorption: high-electric fields ionize condensed-phase analytes residing on the emitter dendrites</td>
<td>[401, 402]</td>
</tr>
<tr>
<td>CfPD</td>
<td>Californium plasma desorption: high-energy fission fragments of Californium-252 used to ionize condensed-phase analytes</td>
<td>[403]</td>
</tr>
<tr>
<td>SIMS</td>
<td>Secondary ionization mass spectrometry: ion beams used to produce secondary ions from condensed-phase analytes</td>
<td>[404]</td>
</tr>
<tr>
<td>FAB</td>
<td>Fast atom bombardment: high-energy ion or neutral gas beams used to ionized analytes residing in a liquid matrix (also referred to as liquid-SIMS)</td>
<td>[405]</td>
</tr>
<tr>
<td>TSP</td>
<td>Thermospray: thermally vaporizing a solution often in the presence of a volatile buffer (ammonium acetate) to aid in ionization</td>
<td>[406, 407]</td>
</tr>
<tr>
<td>ESI</td>
<td>Electrospray ionization: spraying (often with nebulization) of a liquid solution through a capillary maintained at high voltage to create charged analytes</td>
<td>[408, 409]</td>
</tr>
<tr>
<td>APCI</td>
<td>Atmospheric pressure chemical ionization: the use of a corona discharge to ionize gaseous analytes at atmospheric pressure</td>
<td>[409]</td>
</tr>
<tr>
<td>MALDI</td>
<td>Matrix-assisted laser desorption/ionization: analyte residing in a solid matrix is desorbed and ionized by a high-energy laser pulse</td>
<td>[410, 411]</td>
</tr>
<tr>
<td>SELDI</td>
<td>Surface-enhanced laser desorption ionization: the MALDI probe surface is modified to affinity capture analytes of interest for MALDI analysis</td>
<td>[412]</td>
</tr>
<tr>
<td>LD/PI</td>
<td>Two step laser desorption/laser photoionization: the use of two lasers serially to desorb/volatilize (IR) and photoionize (UV) analytes of interest</td>
<td>[413]</td>
</tr>
<tr>
<td>ICP</td>
<td>Inductively coupled plasma mass spectrometry: used principally for the generation of ions from inorganic and organometallic materials for qualitative and quantitative analysis</td>
<td>[414]</td>
</tr>
</tbody>
</table>

(Continues)
ions into interpretable fragment ions using tandem MS, the structures of anticancer agents and their reaction products can be elucidated. With modern instrumentation, the processes of molecular ion production and their induced fragmentation can be achieved with very high sensitivity and high resolution. Selected applications of MS in the field of cancer research will be covered. The principal illustrations include the use of MS for the discovery and structure elucidation of anticancer drugs and natural products, mechanisms of action of selected anticancer drugs studied by MS, metabolic profiling of selected anticancer drugs, diagnostic applications of MS in cancer detection and the screening of chemical libraries for anticancer agents. Two extensive reviews have been authored by John Roboz covering this broad subject; the most recent review consists of a comprehensive book titled Mass Spectrometry in Cancer Research [208, 209].

B. MS Structure Determination and Characterization of Anticancer Agents

The developments in MS and its selected applications to anticancer chemotherapeutic agents are presented in historical order. The earliest work illustrated corresponds to the efforts in discovering general chemotherapeutic agents that targeted DNA and the corresponding efforts by MS to discover ionization methods capable of producing molecular ions and biomechanistic information for these general anticancer agents. In more recent work, new ionization techniques that are quite universal, sensitive, and capable of analyzing both small molecules and high MW biomolecules have been used to facilitate the development of significantly more complex therapeutic agents, which include specific chemical reagents capable of targeting specific cancers.

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition-description</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CID</td>
<td>Collision-induced dissociation: fragmentation of gaseous analytes induced by collisions of parent ions with neutral reagent gas to produce product ions</td>
<td>[415–417]</td>
</tr>
<tr>
<td>MRM, SRM</td>
<td>Multiple (selected) ion reaction monitoring: the monitoring in time of the product ion abundances produced by CID and used generally for analyte quantitation</td>
<td>[415]</td>
</tr>
<tr>
<td>TIC, SIC</td>
<td>Total (selected) ion current chromatogram: the monitoring in time of the total or selected ion currents produced in mass spectra and displayed as a mass chromatogram</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MS chromatographic inlets</th>
<th>Definition</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC</td>
<td>Gas chromatography</td>
<td>[418]</td>
</tr>
<tr>
<td>HPLC</td>
<td>High performance liquid chromatography</td>
<td>[407, 419]</td>
</tr>
<tr>
<td>SCF</td>
<td>Super critical fluid chromatography</td>
<td>[420]</td>
</tr>
<tr>
<td>CZE</td>
<td>Capillary zone electrophoresis</td>
<td>[421]</td>
</tr>
</tbody>
</table>
I. Thiotepa

Thiotepa (N,N',N''-triethylenethiophosphoramide, MW 189) is an older chemotherapeutic anticancer agent that acts by alkylating DNA and is prescribed for treating solid tumors and various leukemias often at high doses and in combination with other anticancer agents. Mass spectrometric methods were developed for characterizing the structure of thiotepa and related therapeutic agents. A battery of mass spectral ionization techniques has been used to study thiotepa and related agents and their fragmentation processes. The ionization methods include EI [210], FI [211–214], HPLC-thermospray [215], SCF-CI [216], FD [212, 217], FAB [217, 218], CI/PD [219], and HPLC-ESI [220–222]. These mass spectral ionization techniques were used to characterize degradation products and metabolites from animal and human origin. The reported degradation products include triethylenephosphamide (Tepa) and the addition of up to three HCl molecules with one to each of the aziridine rings forming 2-chloro ethyl moieties [211, 223–225]. All of these molecules were also observed as metabolites [226, 227]. Another metabolite reported was a thiotepa-mercapturate conjugate [218, 220, 228]. Model metabolites prepared and analyzed were a thiotepa-glutathione conjugate [221, 229] and a thiotepa-hemoglobin conjugate [221]. Also studied was the effect of hydrazine sulfate on inhibiting thiotepa metabolite formation [230] and metabolite stability [231].

The interaction of thiotepa with alkylating reagents was studied extensively by MS to understand the reaction chemistry and to model the biological activity of thiotepa. Among the studies conducted was the evaluation of the alkylation reaction of thiotepa with four different nucleic acid bases and the determination of the site of alkylation [213, 215, 219, 232–238].
2. Methotrexate

Methotrexate is an established anticancer agent employed in the treatment of solid tumors and leukemias and more recently as an immunosuppressive agent. As an anticancer agent, methotrexate inhibits dihydrofolate reductase in the biosynthesis of nucleic acids thereby blocking the synthesis of DNA. Methotrexate cannot be analyzed directly by EI but as the permethylated derivative instead [239, 240]. The general application of MS to methotrexate-related analytical problems was restrained until the advent of soft ionization techniques. Molecular ions of methotrexate and related metabolites can be directly generated by DCI [241], FD [242–244], CfPD [245], FAB [246], SIMS [247, 248], and ESI [249–252]. ESI/MS and ESI/MS/MS coupled with HPLC have been utilized in high-throughput sampling modes for the quantitative analysis of methotrexate and its metabolites in human urine and plasma [249–252] and for quantitating methotrexate in wipe and air environmental samples for monitoring human exposure in a hospital setting [253]. Some impurities in methotrexate parenteral dosage forms were characterized by GC/MS [254]. A MALDI/MS method was reported for the determination of the average number of methotrexate molecules covalently conjugated to a protein useful for eliciting antibody responses from drugs [255]. A pulsed ultrafiltration technique coupled with ESI/MS was developed for the screening and detection of receptor-bound ligands to dihydrofolate reductase. The method identified methotrexate and aminopterin as the two compounds with the highest affinity from a compound library consisting of 22 components [256].

![Scheme 3: Methotrexate (R = CH₃); aminopterin (R = H)](image)

3. Mitoxantrone

Mitoxantrone is an anticancer anthraquinone agent often used to treat leukemias and solid tumors, and its activity is due to its ability to intercalate with DNA. Its popularity stems from its low cardiac toxicity. The majority of work reported using MS is related to the identification and characterization of low-level metabolites present in biological fluids. Further verification and elucidation by NMR and synthesis followed the MS analysis. Isolation techniques have been demonstrated utilizing sequential and different combinations of adsorption on glass wool, C18-Sep-Pak cartridges, HPLC, preparative HPLC, HPLC/MS, and HPLC/MS-MS [251–255]. These approaches are routinely used in MS laboratories specializing in metabolism studies.
Among the mitoxantrone urinary metabolites observed are the mono- and di-carboxylic acids resulting from the oxidation of the terminal hydroxyl groups of the side chains [257, 258], oxidation products of the phenylene diamine moiety [259], and glucuronic acid metabolites [258, 259]. Three thioether biliary metabolites of mitoxantrone were observed in addition to the above oxidation metabolites [260, 261].

A useful mass spectral analysis tool was demonstrated using mitoxantrone where the number of labile hydrogen atoms in the molecule could be routinely determined from condensed phase thermospray MS studies [262]. This approach also can be extended to the condensed phase ionization techniques of FAB [263], electrospray [264], and MALDI [265].

4. Cisplatin and Analogs

Cisplatin and related analogs — potent anticancer agents for ovarian, testicular, and bladder cancers — have historically been difficult samples to analyze. A routine analytical method for obtaining the FAB mass spectra of cisplatin, Pt(NH₃)₂(Cl)₂, and its analogs of the type PtₐCl₂ and PtₐLₐLₐ, where Lₐ is a bidentate amine ligand and Lₐ is a bidentate carboxylate ligand, utilized a mixed solvent system of dimethylsulfoxide:thioglycerol 1:3 v/v as the FAB matrix [266]. Prominent ions observed for cisplatin in the positive ion mode were [M + H + DMSO]⁺ and [M-Cl + DMSO]⁺, whereas in the negative
mode the prominent ion observed was \([\text{M} + \text{Cl}]^{1-}\). For PtLAcCl2, abundant positive ions observed were \([\text{M} + \text{H} + \text{DMSO}]^{1+}\), \([\text{M-Cl} + \text{DMSO}]^{1+}\), and \([\text{LA} + \text{H}]^{1+}\), whereas in the negative mode \([\text{M} + \text{Cl}]^{1-}\) and \([\text{M-H} + \text{Thioglycerol}]^{1-}\) were observed. For PtLALB, abundant positive ions observed were \([\text{M} + \text{H} + \text{DMSO}]^{1+}\), \([\text{M} + \text{H}]^{1+}\), and \([\text{LA} + \text{H}]^{1+}\), whereas in the negative mode \([\text{M-H}]^{1-}\), \([\text{M-H} + \text{Thioglycerol}]^{1-}\), and \([\text{Lb} + 2\text{H}]^{1-}\) were observed. The mixed solvent system served as a solvation and reaction medium for efficiently producing reliable FAB mass spectra and for the partial displacement of the ligands for ease in their identification. FAB-MS has been a popular soft-ionization technique for the analysis of cisplatin analogs [267–270].

Recent work with more soluble cisplatin analogs has been performed using ESI-MS [271, 272], ESI-MS-MS [273], and ICP-MS [274] with and without HPLC and CZE interfaces. To a lesser extent UV- and IR-MALDI-MS [275, 276] have also been investigated in studies of cisplatin analogs. In all cases, the results suggest that these techniques are more sensitive than that of FAB-MS.

The mechanism of action of cisplatin and its analogs is to bind with cellular DNA. This reaction has been extensively modeled by studying the reaction products of cisplatin and its analogs with short representative strands of DNA using MS. In FAB-MS studies [277], intact molecular ions in the positive and negative ionization modes were observed as well as fragments arising from the loss of one or two ammonia groups. Under FAB-MS-MS high-energy, collision-induced dissociation conditions, fragment ions consistent with the DNA platinum binding site were observed that corresponded to platinum adducts with one and two nucleobases \((B_x, B_y)\), viz. \(\text{Pt(NH}_3\text{)}_{0-2}(B_x \text{ or } B_y)\) and \(\text{Pt(NH}_3\text{)}_{0-2}(B_xB_y)\). Model DNA-cisplatin analog association constants were determined using ESI-MS [278] and platination rate constants were determined using ESI-MS and MALDI-MS [279]. Side effects of cisplatin therapy are believed to arise from the formation of protein-platinum complexes. Studies of the reaction of cisplatin and its analogs with ubiquitin by ESI-MS
exhibited a variety of platinum-containing ubiquitin adducts where the platinum was bound to the ubiquitin at from one to three sites [280].

Other modeling studies of the reactions of cisplatin and analogs with endogenous compounds using mass spectrometric detection include interactions with cysteine [281], glutathione [281], 5'-guanosine mono phosphate [282, 283], dipeptides [284], selenomethionine [285], nucleotides [286], and metabolite formation [274, 287, 288].

5. Enediyne Antibiotics/Anticancer Drugs Conjugated to Antibodies and Proteins

The enediyne structural class of antibiotics has potent anti-tumor activity. These antibiotics contain a cyclic enediyne moiety, protein, or novel sugars and a substructure that serves as a chemical trigger to activate the molecule. The protein or sugars serve as a vehicle for protecting the enediyne and for DNA-binding. Upon chemically activating the trigger mechanism, a free diradical is generated from the enediyne moiety that acts as a warhead to induce DNA damage. The subject of enediyne antibiotics as anti-tumor agents has been extensively reviewed in a text edited by Borders and Doyle [289]. For the enediyne antibiotics, MS has been used extensively to initially characterize the overall structures and degradation products, whereas NMR and X-ray crystallography have been used to elucidate the connectivities of the substructures. From this work the structures of the enediyne antibiotics were determined.

Calicheamicin is a very potent anti-tumor antibiotic and the only enediyne compound presently used commercially as an anticancer agent. The elemental formula for the N-acetyl-calicheamicin $\gamma_1$ and its degradation products were determined by high-resolution exact-mass FAB-MS. From this information together with NMR and X-ray crystallographic substructure data, the overall structure for calicheamicin was determined [290–293]. Figure 5.12 illustrates the exact masses obtained using FAB-MS for the molecular ion of N-acetyl-calicheamicin $\gamma_1$ (Figure 5.12A) and its reacted form (Figure 5.12B) as well as all the observed fragment ions. From these exact masses, the molecular formula as well as the elemental formulas for the chemical substructures were determined. The chemical trigger for this molecule is the allylic methyl trisulfide group, which when chemically reduced to an allylic sulfhydryl group, triggers the warhead to undergo the reaction of N-acetyl-calicheamicin $\gamma_1$ (Figure 5.12A) to its reacted form (Figure 5.12B) via the formation of a diradical with the abstraction of two hydrogen atoms from DNA or in its absence from the local chemical environment. The number of labile hydroxyl groups present in the fragment ions of calicheamicin degradation products was confirmed by acetylation. The structures of the esperamicin enediyne antibiotics were elucidated in a fashion similar to that of the calicheamincs [294]. One novel set of mass spectrometric experiments used to confirm the esperamicin $A_{1c}$ structure and the biosynthetic origin of the sulfur atoms in the molecule was performed when the molecule was produced in a broth enriched in media containing sodium sulfate where the sulfur was enriched as sulfur 34. By comparing the nominal masses of the fragment ions of the natural and enriched esperamicin $A_{1c}$, the sites containing sulfur were confirmed and clearly defined the presence of the methyl trisulfide moiety [295] (Figure 5.13).
N-Acetyl Calicheamicin $\gamma_1^I$: High Resolution FAB Data
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**FIGURE 5.12** FAB-MS exact-mass fragment ion structural assignments for (A) N-acetyl-calicheamicin $\gamma_1^I$, and (B) its reacted form. The trigger corresponds to the methyl trisulfide group, the warhead to the unit corresponding to mass of 422 containing the enediyne group and the body of the molecule corresponding to linked polysaccharide groups. The mass errors ($\Delta$) are in millimass units.

Mass spectrometry has been applied to assist in the elucidation of the mechanism of action of the core structure of the enediyne protein antibiotic neocarzinostatin [296]. Figure 5.14a illustrates the FAB tandem mass spectrum for the neocarzinostatin core structure. After activation of the enediyne with NaBH$_4$ in the presence of H$_2$O/CH$_3$OH, the observed FAB tandem mass spectrum and fragment ion assignments are as illustrated in Figure 5.14b. Note that the naphthoate group is missing and that the cyclic enediyne moiety has been converted to a fused tricyclic ring system. When the same experiment was performed with an excess of DNA present with NaBD$_4$ in D$_2$O, only one
FIGURE 5.13 Comparison of the fragment ion structural assignments for unenriched $^{32}$S-esperamicin A$_{1c}$ (MW 1296) and biosynthetically enriched $^{34}$S-esperamicin A$_{1c}$ (MW 1304). The mass shifts between similar substructures identify the numbers of sulfur atoms present in each substructure. The most unique feature of the data is the presence of the methyl trisulfide group deduced from the mass differences between the parent and highest mass fragment ions for the enriched and unenriched samples, respectively. (Reprinted with permission from reference [295]. Copyright 1995 by Marcel Dekker, Inc.)
deuterium atom was incorporated into the activated neocarzinostatin core structure as indicated in the spectrum by the shift in the mass of the fragment ion initially from m/z 211 to m/z 212. This reversed isotope-labeling experiment indicates that one deuterium was incorporated into the molecule upon activating the trigger of the molecule while two hydrogen atoms were extracted from the DNA and not the sample solvent. NMR data confirmed that the deuterium atom was at C-12 (the trigger point) and that C-2 and C-6 are the sites of the free radicals. ESI-MS non-covalent binding studies of the neocarzinostatin chromophores (R = H and CH₂OH) demonstrated that a bulged 22-mer DNA bound as a 1:1 complex only when R = H and not
when \( R = \text{CH}_2\text{OH} \) which indicated the specificity of this binding and the ability of ESI-MS to detect this small structural difference [297].

For anticancer therapy, the enediyne antibiotic calicheamicin is administered covalently attached to a cancer-seeking antibody via a chemical linker. In this way, the antibody targets the cancer cells and delivers to that site a known anticancer agent. Mylotarg (gemtuzumab ozogamicin) is a compound where N-acetyl-calicheamicin \( \gamma_1 \) is covalently linked with AcBut, a hydrolyzable linker, to hP67.6 antibody, a humanized murine antibody that targets cells with the CD33 myeloid antigen, common with cells of acute myeloid leukemia (AML) [298, 299]. Infrared MALDI-MS has been used to determine the average number and distribution of conjugated calicheamicin [300]. Figure 5.15 illustrates a bimodal distribution of drug and the deconvoluted peaks corresponding to the addition of a drug molecule for each peak of increasing mass with an average drug loading of 5.54 calicheamicin molecules per antibody. Note that these measurements covered the mass range up to 400,000 Da and utilized laser irradiation in the IR region where calicheamicin is stable as opposed to the UV region where it is unstable. Similar drug-loading studies of other anticancer drugs (mitoxantrone, doxorubicin, methotrexate, aminopterin, and vincristine) as well as metal chelators (for delivering imaging or radioactive reagents to sites of tumors) covalently conjugated to cancer-seeking antibodies [255, 301] and proteins [301, 302] have been reported utilizing UV-MALDI-MS and ESI-MS. The use of MS for characterizing pure monoclonal antibodies for treating cancers such as Herceptin (for advanced breast cancer), Retuxan (for B-cell non-Hodgkin's lymphoma), and 17–1A (for intestinal cancer) have not yet been reported.
6. Photofrin

Photodynamic treatment of cancer is based on the ability of a non-toxic sensitizer to accumulate more selectively in tumors than surrounding tissues. Irradiation of treated tumors with light produces singlet oxygen that ultimately leads to tumor necrosis. Photofrin is the first commercially developed non-toxic sensitizer used for anticancer photodynamic therapy. Photofrin is prepared from hematoporphyrin, which after undergoing a series of reactions and purifications, is isolated as a high MW fraction by a diafiltration process. A variety of mass spectral ionization techniques were used independently to characterize Photofrin. The methods used included FAB, UV-MALDI, IR-MALDI, ESI, and LD/PI. The results of these studies demonstrated that Photofrin consists of a distribution of porphyrin oligomers with an average oligomer number of about 2.8 porphyrin units [303, 304] (Figure 5.16). The unique feature of these measurements is that similar oligomer distributions were obtained using vastly different mass spectral ionization techniques that provided confidence in the validity of these independent measurements. The reaction products of analogs of hematoporphyrin were characterized by MS, which demonstrated that the porphyrin oligomers observed in Photofrin are linked by ether and ester bonds [304].
While previous compounds used in photodynamic therapy were mixtures, researchers are presently developing newer photosensitizing agents that are pure materials that absorb radiation in the 660–800 nm range; a more penetrating region that is longer than the 630-nm absorption wavelength of Photofrin. Also, work is under way to understand the chemistry of the photosensitizing agents upon irradiation with laser light that is referred to as photobleaching. MS is playing a crucial role in analyzing and characterizing these new photosensitizing agents and the products of photobleaching; for example, temoporfin is being developed as a single compound photosensitizer. MS has been used to study the metabolism of temoporfin (no metabolites were observed) [305], to characterize the conjugate of polyethylene glycol 2000 with temoporfin [306], and to identify the photobleaching products of temoporfin [307–309].
FIGURE 5.16 Photofrin oligomer distributions obtained by a variety of mass spectral ionization techniques (A) FAB-MS, (B) UV-MALDI-MS, (C) IR-MALDI-MS, (D) ESI-MS, and (E) LD/jet-PT-MS. The calculated average oligomer numbers for each ionization mode are indicated in the inset. The overall average oligomer number is 2.76. (Reprinted with permission from reference [303]. Copyright 1997 by John Wiley & Sons, Ltd.)
7. Taxol and Related Taxanes

Taxol and related taxanes have a unique mechanism of action in that they bind to tubulin protein thereby inhibiting cell division. The discovery, isolation, elucidation, characterization, and manufacture of these small anticancer natural products have occurred during a period of rapid development and acceptance of MS for the analysis of small molecules and the general availability of the technique as a highly sensitive, specific detector for the identification and characterization of new chemical entities. During this time, the coupling of an HPLC to ESI mass spectrometer has become a standard tool for the analysis of complex mixtures. Furthermore, the coupling of HPLC with UV detection and tandem MS has been a very powerful means for the multidimensional analysis of unknown materials because very high degrees of specificity and sensitivity can be achieved. However, MS has not played a significant role in the determination of the biological reaction mechanisms of taxol and related materials in their interactions with tubulin. In this area, biochemical methods have prevailed in spite of the fact that MS is a powerful tool for protein analysis and proteomics.

Mass spectrometry was not used extensively in the original determination of the taxol structure; however, its use has become more prominent in determining the structures of analogs in leaves, roots, and stems of Pacific yew [310–312] and the structures of metabolites [313–323]. This has been achieved using a variety of ionization techniques to produce parent ions such as EI [324, 325], CI [324, 325], DCI [326, 327], thermospray [327, 328], FAB [324, 325, 329, 330], ESI [331–333], APCI [316], and MALDI [334] often coupled to an HPLC with fragmentation produced in the source (EI, CI, FAB, ESI) or by CID utilizing tandem MS(ESI, APCI). Three series of fragment ions have been observed and are related to losses from the parent ion, the taxane ring, and the C-13 side chain [324, 325, 335–337]. Figure 5.17 illustrates the ESI-MS-MS spectrum of the [M+NH₄]⁺ parent ion of taxol, m/z 871, and the fragment ions associated with the taxol structure.

MS has played a key role in detecting molecular ions of taxol and its analogs by their identification in fungal growths [317, 338–340], genetically modified plants [341], plant tissue cultures [342, 343], rat tissues [344], human serum [345], environmental samples [346], production issues [347], and related quantitation [348–350]. MS was crucial in the development of taxol by profiling the taxanes for ease in their identification [337] and in the characterization of their degradation products [351]. Assays related to the fundamental understanding of taxol where MS was utilized include biosynthesis studies [352], taxo uptake in normal and multiple-drug-resistant cell strains [353], MALDI analysis of taxol-BSA conjugates [346], gas-phase drug complexes studied by H/D exchange [354], the calcium content of native and taxol-treated cells determined by SIMS [355], and the use of a MALDI microprobe to investigate the distribution of taxol in liver slices [356].

8. Gleevec

Gleevec (imatinib mesylate) is a protein-tyrosine kinase inhibitor used for treating chronic myeloid leukemia. Gleevec inhibits an abnormal protein (Ber-Abl oncogene) in the blood marrow from participating in the massive production of white blood cells. Gleevec represents a major breakthrough in
FIGURE 5.17 ESI-MS-MS mass spectrum of the taxol [M + NH₄]⁺ parent ion, m/z 871. The fragment ion assignments are indicated and are templates for elucidating minor components and degradation products in taxol. (Reprinted with permission from reference [337]. Copyright 1994 by the American Chemical Society.)

treating a specific cancer and is one of the first successful methods in which a targeted drug has competitively inhibited a cancer-producing mechanism. The quantitation of drug metabolites in human plasma using HPLC-ESI tandem MS has become a standard analytical procedure. Gleevec (STI571, MW 493) and its main metabolite CGP 74588 (MW 479) in human plasma was recently quantitated in a high-throughput assay using a deuterium-enriched (D₈) analog of Gleevec ([D₈]-STI571, MW 501) as the internal standard [357]. Figure 5.18 illustrates these chemical structures and the product ion at m/z 394 common to all the structures. Quantitation was achieved with
FIGURE 5.18  The structures of Gleevec (STI571), its main metabolite CGP74588, and the deuterated internal standard [D₈]-STI571 used to quantitate Gleevec and its main metabolite. The APCI-MS-MS product ion at m/z 394 was selected for quantitation in the HPLC multiple-reaction monitoring experiments. (Reprinted with permission from reference [357]. Copyright 1997 by Elsevier Science B.V.)
monitoring by HPLC-ESI-tandem MS in the multiple-reaction monitoring mode the intensities of the transitions between the \([M+H]^{1+}\) ion and the \(m/z\) 394 ion for each of the three components. A semi-automated procedure was developed to remove protein from human plasma by precipitation and centrifugation for the analysis of the supernate. The assay for the three Gleevec components exhibited linearity from 4 to 10,000 ng/ml and was very rapid because each component had retention times of about 1 minute.

**B. Diagnostic Applications of MS in Cancer Detection**

MALDI-MS has been used principally for the characterization of peptides and proteins. Due to the high sensitivity and relative insensitivity to buffer and salt contamination, MALDI-MS has been the preferred technique for proteomics studies viz. the characterization of the protein content of cells. An embodiment of MALDI-MS ideally suited for proteomics studies, referred to as SELDI-MS, is where the MALDI probe tips have been modified by activating the metal surface with chemicals or biomolecules that serve as affinity targets for proteins and peptides and from which buffers, salts, detergents, and organics can be easily washed away for optimum sensitivity. SELDI-MS has been found to be a powerful tool for unearthing diagnostic markers in the cancer proteome and as a clinical tool for monitoring tumor progression. Ultimately, SELDI-MS may become a rapid and simple tool for the early detection and diagnosis of cancers not easily identified with present analytical and biological technologies [358, 359]. This can become even more significant when SELDI-MS is used to analyze small numbers of isolated cells obtained by using a laser capture microdissection microscope [359–361].

An early example in the application of SELDI-MS was demonstrated by Wright and co-workers [360] for prostate cancer biomarkers from tissues, serum, and seminal plasma. The four prostate cancer-associated biomarkers studied were prostate specific peptide (PSP; 10.7 kDa), prostate-specific antigen (PSA; 28 kDa), prostate acid phosphatase (PAP; 47 kDa), and prostate-specific membrane antigen (PSMA; 100 kDa). Peaks associated with the four prostate cancer-associated biomarkers were confirmed by SELDI-MS for serum and seminal plasma proteins bound to the chemically modified probes. To rule out possible protein contamination, the probe tips were treated with specific antibodies to capture the prostate cancer-associated biomarkers in serum and seminal plasma. This approach has validated the earlier results. From lysed cells isolated by laser capture microdissection, three upregulated proteins (3.5, 18, and 33 kDa) were observed in SELDI mass spectra from prostate cancer epithelial cells, but were absent from normal prostate epithelial cells. Figure 5.19 clearly indicates the upregulation of the 3.5 kDa protein in three prostate cancer epithelial cell lysates and its absence in normal prostate epithelial cell lysates. These novel proteins may represent unique prostate cancer biomarkers easily identified using SELDI-MS that are useful for early diagnosis of prostate cancer.

New technologies for the early detection of ovarian cancer are urgently needed to reduce morbidity due to this high-risk disease. Recently, Petricoin and co-workers [361] demonstrated that proteomic patterns in SELDI mass spectra of sera from patients with and without ovarian cancer could be classified and used to identify early-stage ovarian cancer. Statistical methods were employed to
identify in the mass spectra 5 to 20 key proteins that best distinguish ovarian cancer spectra from non-ovarian cancer spectra. This signature pattern from the training sets was then statistically matched with spectra of the unknowns to predict the presence or absence of ovarian cancer. It was found that the abundances of the peptide/protein peaks at $m/z$ 534, 989, 2111, 2251, and 2465 corresponded to an optimum discriminatory pattern for ovarian cancer. Figure 5.20 illustrates the presence of a weak peak at $m/z$ 2111 in sera of patients without ovarian cancer (top three panels and top two subpanels of lower two panels), while this same peak is absent in patients with ovarian cancer (lower two subpanels of lower two panels). Based on the mass spectral pattern information from 100 diagnosed patients, the clustering algorithm was applied to the spectra of 116 patients. The program correctly predicted the 50 patients with ovarian cancer and 63 out of 66 patients without cancer. The three cases incorrectly diagnosed with cancer corresponded to a correct diagnosis of 95% of the patients. This SELDI-MS technique appears to be a very promising method for diagnosing early-stage ovarian cancer.

Proteomic approaches utilizing MS have also been applied to the identification of markers for lung cancer [362], breast cancer [363, 364], hepatocellular
FIGURE 5.20  SELDI mass spectra of sera obtained from patients without (Unaffected) and diagnosed with ovarian cancer (Cancer). The top three panels illustrate the exploded regions in a SELDI mass spectrum where a protein biomarker was identified using statistical methods at $m/z$ 2111 to be present in patients free of ovarian cancer. Similar exploded views are illustrated in the bottom two panels indicating the presence of the $m/z$ 2111 protein in patients without ovarian cancer but absent in patients with ovarian cancer. Statistical analyses of similar SELDI mass spectral data were instrumental in identifying spectral patterns for diagnosing ovarian cancer. (Reprinted with permission from reference [361]. Copyright 2002 by the Lancet Publishing Group.) See Color Plate 13.
carcinoma [365], and tumor-specific antigens [366]. A MALDI-MS method for identifying principally glycolipid, ganglioside, and oligosaccharide cancer markers in blood and serum has also been described [367].

C. Exploratory/Early Discovery Drug Screening for Anticancer Agents Using MS

The role of early discovery drug screening is to uncover in a high-throughput manner those compounds in a library that selectively inhibit or activate a protein to produce a desired pharmaceutical outcome. Typically the desired compounds bind to the active site of a biopolymer (protein, DNA, RNA) either covalently or non-covalently. Potentially MS is slated to play a major role in screening programs because of its high sensitivity and specificity, especially when only limited quantities of biopolymer are available. A number of techniques have been developed to screen chemical libraries for biologically active compounds and they have recently been reviewed [368]. Although the screening methods can be applied generally to a variety of biochemical processes, in this section the primary focus will be on those mass spectral screening techniques that can or have been applied specifically to the identification of anticancer agents.

Three strategies can be used for screening covalent and non-covalent biopolymer-ligand complexes. One strategy is the direct sampling and analysis from the condensed phase of a biopolymer-ligand complex via gas-phase ESI-MS studies. The second strategy utilizes a condensed phase separation technique prior to or coupled with ESI-MS. The third strategy is a solid-phase analysis utilizing MALDI-MS. The first two strategies have become popular methods for early drug discovery screening while the third method has not become popular due to matrix and background problems, but it has gained importance for cancer diagnostic purposes by use of affinity probes for MALDI-MS, as described above in section III.B.

I. MS Screening by Gas-Phase ESI-MS Sampling of Condensed Phase Systems

Because ESI-MS can be performed under very gentle conditions, molecular ions of non-covalently as well as covalently bound complexes can be detected. It is believed that often the gas-phase non-covalently bound complexes mimic the condensed-phase properties of the ligand-biopolymer complex in spite of the absence of the condensed-phase solvent. The Src SH2 (Src homology 2) domain protein is critical in the signal transduction pathways of the tyrosine kinase. Inhibition of this pathway can prevent the uncontrolled growth of cancer cells. The non-covalent binding of various peptide inhibitors to Src SH2 domain protein was studied by ESI-MS [369, 370]. In addition, under competitive binding conditions where mixtures of the peptide inhibitors with Src SH2 domain protein were analyzed by ESI-MS, the relative abundances of the peptide-protein complexes were consistent with the solution-phase binding constants. This approach for screening chemical libraries could be applied in general to find small molecule inhibitors of the Src SH2 domain protein or any protein involved in signal transduction that may become an anticancer agent. A similar gas-phase ESI-MS screening approach can be taken to find small molecules, which inhibit the RAS proteins that serve as signal transducers to control cell proliferation or
differentiation [371–374]. A gas-phase ESI-MS screening protocol has recently been described to identify pharmaceutical leads with the undesirable property of binding to DNA and thereby behaving as an anticancer agent with potential cytotoxic properties [375]. This same approach has been used to study the non-covalent binding of anti-tumor agents to model DNAs and the methodology can be expanded for the screening of chemical libraries to the model DNAs [376–380]. Likewise, the same gas-phase ESI-MS screening methodology has been applied to non-covalent ligand-RNA interactions [376, 381, 382], but no applications to screening for anticancer agents has been reported. An example of gas-phase ESI-MS screening for ligands that covalently bind to proteins and behave as anticancer agents was illustrated for the epidermal growth factor receptor (EGFr) protein that covalently binds to ligands via a Michael addition reaction at the active-site cysteine of the protein. With available EGFr protein, chemical libraries can be screened for compounds that covalently bind to EGFr by observing a mass shift in the protein signals in the ESI mass spectra [383, 384]. The amino acid residue sites in the protein that react can be confirmed by the analysis of the protein digestion products or by a “top down approach” [385] where the protein is degraded in the mass spectrometer and the reactive sites identified by comparison with a similarly treated pure protein. These approaches for screening covalently and non-covalently bound ligands to proteins can be routinely implemented using very small amounts of protein and ligands in an automated fashion. For even higher throughput, mixtures of ligands can be analyzed in a competitive fashion with the protein of interest to identify the strongest bound ligands. However, in general, the non-covalent studies are conducted by nanoelectrospray at elevated pHs under native conditions where the data is signal averaged over long periods of time to improve signal-to-noise ratios. On the other hand, the covalent studies are normally conducted by ESI-MS at low pHs where sensitivities are much greater.

2. ESI-MS Screening of Chromatographically Prepared Components

A number of condensed-phase separation procedures coupled with ESI-MS for detection have been developed for HTS of compounds covalently and non-covalently bound to biopolymers. Typically, a single component or mixture is incubated with a biopolymer and the final products are resolved chromatographically under native conditions followed by ESI-MS under denaturing conditions. As reviewed recently [368], the separation techniques, all capable of being coupled either on- or off-line to ESI-MS include: affinity chromatography and extraction, frontal affinity chromatography, affinity capillary electrophoresis, centrifugal and pulsed ultrafiltration, and gel permeation chromatography (GPC, also referred to as size-exclusion chromatography; SEC). Because all of these separation methods are generally applicable to all types of compounds and biopolymers, the methods are applicable for discovering substances that inhibit proteins involved in activating or inhibiting cancer-causing processes or that disrupt the DNA of cancer cells.

One of the more popular screening methods is the use of GPC materials in a variety of permutations coupled with MS. A unique feature of GPC, when applied to an incubated ligand-biopolymer mixture, is that the retention times of the biopolymer-ligand complexes are shorter and resolvable from the lower
Applications of Nuclear Magnetic Resonance and Mass Spectrometry

MW ligands, thereby permitting the separation of ligand-biopolymer complexes from uncomplexed ligands for screening purposes. The simplest approach in performing GPC is in the spin column format where a short column packed with GPC material is centrifuged to achieve separation and isolation of the biopolymer and ligand-biopolymer complex from the unreacted ligand. The isolated complex is then analyzed by ESI-MS to identify the low MW ligand(s) present in the complex [386, 387]. Other variations on this theme include GPC in tandem with reverse-phase HPLC with ESI-MS detection [388–390] and GPC-ultrafiltration-reverse phase HPLC with ESI-MS detection [391]. Recently, the GPC-spin column/ESI-MS method was applied to the screening of drug candidates that could potentially disrupt cell growth by non-covalently binding to RNA and DNA [392]. Compounds that elute and bind non-covalently to the RNA or DNA are thereby eliminated as potential drug candidates.

IV. MS/NMR Screening Assay

A principal component of a drug discovery effort is the identification and validation of a chemical lead for its ability to bind the protein target in a biologically relevant manner. HTS techniques have traditionally filled the role of identifying potential binders from a large compound library. Unfortunately, there are numerous mechanisms by which a compound may interfere with a protein's function distinct from a stoichiometric binding interaction with the active site of the protein. The impact of compound aggregation on the activity of a number of proteins from a number of drug discovery programs has recently been illustrated [29]. The unfortunate ramification of non-productive chemical leads is a considerable loss of time and resources in attempts to optimize these compounds. Toward this end, there has been a concerted effort to develop alternate approaches to identify potential lead compounds where the technique intrinsically substantiates a binding interaction between the small molecule and the protein target. In particular, NMR and MS, as described in detail above, have evolved as alternative methods for the screening and the evaluation of chemical leads. Although both NMR and MS have inherent strengths and provide critical information for identifying and validating potential lead compounds, each technique also has shortcomings that limit its application in an HTS protocol. Among these are low sensitivity, throughput, and high protein sample requirements with isotope labeling of NMR and the lack of information on the binding site, stoichiometry, of binding and verification that the binding of the ligand is at the active site of the protein obtained from MS-based assays. What became apparent from comparison of NMR- and MS-based screening efforts was that the strengths and weaknesses of the two methods are very complementary to each other. This observation lead to the development of a hybrid MS/NMR screening assay [393].

A flow-diagram of the MS/NMR screening assay is depicted in Figure 5.21 where small-molecule binding to MMP-1 is used to illustrate the approach. The MS/NMR screen combines the inherent strengths of SEC, MS, and NMR spectroscopy. Briefly, compound(s) are incubated with the protein target of interest and passed through a size-exclusion column where low MW compounds are retained on the column. In this manner, only compounds that interact with the
FIGURE 5.21  Pictorial flow diagram of MS/NMR assay using data from the MMP-1 binding assay. (Reprinted with permission from reference [393]. Copyright 2001 by American Chemical Society.) See Color Plate 14.
protein will be present in the eluant. The eluant is then evaluated by ESI/MS for the presence of molecular ion(s) consistent with the compound(s) in the protein mixture. To verify that the presence of a molecular ion in the eluant is a result of an interaction with the protein and not an undesirable mechanism, the compound(s) are also run through the SEC column in the absence of the protein. In this case, the absence of a molecular ion peak in the ESI mass spectrum supports a binding interaction when a molecular ion peak is observed in the presence of the protein. The MS/NMR assay is amenable to using mixtures without incurring a necessary deconvolution step because the MW of each compound in a mixture acts as a molecular tag to identify the molecule. The MS/NMR assay has been applied utilizing mixtures of ten compounds with MW differences of ~3 Da. Following identification of a molecular ion consistent with a compound in the mixture, a 2D $^1$H-$^{15}$N HSQC NMR spectrum is obtained for the appropriate compound-protein complex. The observation of chemical shift perturbations clustered in the vicinity of the protein's active site verifies a binding interaction between the compound and protein while simultaneously identifying the binding site and implying a specific interaction that probably has biological activity. Conversely, the absence of chemical shift perturbations or a random distribution of chemical shift changes on the protein surface would imply a lack of an interaction of the compound with the protein or potentially the existence of non-specific binding. Also, a binding site identified from the cluster of chemical shift changes on the protein's surface distinct from the active site of the protein may imply a specific binding interaction of the compound with the protein that may not be biologically relevant. The MS/NMR assay was developed utilizing MMP-1 and a small compound library containing compounds known to inhibit MMP-1, compounds known not to bind the protein, and 230 soluble and structurally diverse compounds with unknown activity against MMP-1. MMP-1 (collagenase), a matrix metalloproteinase, is an enzyme that hydrolyzes the extracellular matrix to which cells adhere. MMP-1 in excessive amounts has been implicated as a contributor to cancer metastasis and angiogenesis.

To validate the proposed MS/NMR screen, the behavior of a number of known MMP-1 inhibitors with an IC$_{50}$ range of 9 nM to 100 μM were evaluated in the various steps of the assay. Figure 5.22 illustrates examples of both the MS and NMR results for a few select inhibitors. It is clearly evident that the molecular ion peak for each compound is only observed in the presence of MMP-1. Furthermore, each compound exhibits a similar pattern of chemical shift perturbations in the 2D $^1$H-$^{15}$N HSQC spectra, which confirms the binding interaction of these compounds with MMP-1. Residues in the vicinity of the catalytic Zn and the S1’ pocket in the MMP-1 active site exhibit chemical shift changes in the presence of these inhibitors. Particularly, residues 80–83, 114–119, and 136–142 exhibited the largest chemical shift changes. These results further establish that the compound is binding specifically to MMP-1 in a biologically relevant manner consistent with the previously observed inhibitory activity. In addition, the magnitude and number of chemical shift perturbations observed correlate to the observed IC$_{50}$ values for each of the compounds. Compounds with lower IC$_{50}$ values (stronger binders) correlate with larger numbers of protein residues undergoing larger chemical shift changes relative to compounds with higher IC$_{50}$ values (weaker binders).
To further evaluate the application of SEC coupled with ESI/MS as a valid approach to identify potential protein binders in the MS/NMR assay, dose-response titrations and the behavior of compounds in mixtures were analyzed. Figure 5.23 illustrates the expected dose response of a known MMP-1 inhibitor. It is clearly evident that the abundance of the molecular ion at $m/z$ 457.9 increases as a function of an increase in MMP-1 concentration. The behavior of compounds in mixtures was explored by two approaches. First, the impact of a response in the MS of a known MMP-1 inhibitor was evaluated in
a mixture with nine compounds known not to bind MMP-1. These results were compared to the spectra obtained for the compound alone. No significant impact on the ability to observe a positive response for known inhibitors in a mixture was detected for the set of compounds. A more dramatic example of the reliability of the SEC-MS component of the MS/NMR assay was the analysis of a mixture of ten known inhibitors with an IC50 range of 9 nm to 100 μM (Figure 5.24). Despite the wide range of IC50s, all ten compounds were clearly observed in the MS in the presence of MMP-1. None of the compounds were observed when MMP-1 was not present.

To demonstrate the screening of compounds for a potential anticancer discovery program, a small chemical library of 230 compounds, selected based on MW, solubility, structural diversity, availability, and stability, was screened to identify those components that non-covalently bind to MMP-1. The samples were prepared as 23 mixtures, each composed of 10 compounds. The components in each mixture were selected to produce solutions that had minimal impact on the pH of the sample by balancing the number of acids and bases in each mixture. The mixtures were incubated with MMP-1 and analyzed using the GPC-spin column/ESI-MS flow injection approach. The resulting data were
analyzed in two dimensions. The ESI mass spectra of the mixtures, analyzed before and after the mixture of interest, were compared to identify background peaks and new peaks associated with the mixture of interest. The second dimension analyzed was the evolution in time of the mass chromatograms for each of the components of the mixture to verify that they were components of the mixture and not from the background. Figure 5.25 illustrates a total of five mass spectra sequentially acquired, two from mixtures immediately prior to the mixture of interest (Figures 5.25A and B), the mixture of interest (Figure 5.25C), and two from mixtures immediately following the mixture of interest (Figures 5.25D and E). Note that most of the mass spectral peaks in the mixture of interest, Figure 5.25C, are present in most of the other spectra except for peaks at \( m/z \) 145.8 and 155.7. Figure 5.26 illustrates the total ion chromatogram for the mixture of interest (Figure 5.26A) and the mass chromatograms for the ions with \( m/z \) 145.8 (Figure 5.26B) and 155.7 (Figure 5.26C). Note that in both cases mass chromatographic peaks evolve in time, which confirms the fact that these two components with MWs 145 and 155, respectively, most likely passed through the GPC-spin column non-covalently bound to the MMP-1. These two
compounds, when analyzed in the same manner but in the absence of MMP-1 by GPC-spin column/ESI-MS, did not produce any detectable mass spectral peaks. This further verified that the compounds were non-covalently bound to MMP-1.

The two compounds with MWs of 145 and 155, identified by GPC/MS as non-covalent binders to MMP-1, were then each analyzed in the presence of MMP-1 by 2D $^1\text{H}-^{15}\text{N}$ HSQC NMR (Figure 5.27). Chemical shift perturbations associated with the active-site amide amino acid residue(s) were not observed for the MW 145 compound but were observed for the MW 155 compound. The NMR data verify the fact that the MW 155 compound, corresponding to a $p$-phenyl pyridine compound, was specifically bound to the MMP-1 active site while the MW 145 compound, corresponding to 8-hydroxyquinoline, was non-specifically bound to MMP-1. The $p$-phenyl pyridine compound was independently found by NMR studies to bind to stromelysin (MMP-3) [80], which provided further support for the reliability of the MS/NMR assay.

The MS/NMR assay was automated and successfully applied to a 32,000 compound library that was screened for compounds non-covalently bound to the RGS4 protein [393]. Regulators of G-protein signaling (RGS)
FIGURE 5.25 ESI mass spectra acquired from five consecutive samples (A–E) prepared from the eluates of GPC-spin columns. The spin column eluates were each obtained from mixtures of 10 components incubated with MMP-1 to screen for compounds non-covalently bound to the protein. The ESI mass spectra shown in panels A, B and D, E serve as background spectra for the ESI spectrum of the sample of interest (panel C), mixture H2. Nearly all the ions are from the protein, buffer, and solvent background except for the ions at m/z 145.8 and 155.7. These two ions are protonated molecular ions for compounds with MWs of 145 and 155 that bind to MMP-1.

act as attenuators of the G-protein signal cascade by binding to the Go subunit of G-proteins and inducing a 30-fold increase in the intrinsic Go GTPase activity (for reviews see references 394 through 398). The MS/NMR assay successfully identified a low MW compound that has demonstrated direct binding to RGS4 and inhibition of the interaction of RGS4 with Go.
FIGURE 5.26 (A) ESI total ion chromatogram from mixture H2. Mass chromatograms for the components with (B) m/z 145.8 and (C) m/z 155.7 from the GPC-spin-column eluate originating from mixture H2 of 10 components incubated with MMP-1. (The ESI mass spectrum for this mixture is illustrated as Figure 5.25C.) The evolution of these peaks with time (scan numbers) demonstrates that these are unique components that eluted from the mixture while the other eight components were retained by the spin-column and not observed in the ESI mass spectrum.
Figure 5.27 Illustration of the complementary nature of NMR and MS in the MS/NMR MMP-1 assay. (Top) MS shows the presence of molecular ions for both compounds (MW 145 and 155) after passing through the size-exclusion column in the presence of MMP-1, which indicates binding to the protein. (Bottom) Expanded 2D $^1$H-$^{15}$N HSQC NMR spectra which indicates that the p-phenyl pyridine induces a chemical shift change for V115 in the MMP-1 active site. See Color Plate 15.
V. CONCLUSIONS

The process of identifying and developing chemical leads prior to submitting drugs for clinical trials for cancer and other therapeutic uses is undergoing a significant evolution with NMR and MS making critical contributions to these advancements. The traditional roles of HTS screening and medicinal chemistry are augmented with NMR and MS applications to screen, identify, and validate potential lead compounds as part of a structure-based drug discovery program utilizing both NMR and X-ray techniques.

NMR provides a plethora of tools that can be applied to address a number of issues or questions that typically occur during a drug development program. NMR is routinely used to determine high-resolution structures of proteins and protein-ligand complexes. Additionally, NMR can provide valuable information on the dynamic behavior of the same proteins and protein-ligand complexes. These data are essential to a structure-based drug discovery program. More recently, NMR has been used to address a fundamental issue associated with the drug discovery process, namely, to verify that a chemical lead actually binds in a biologically relevant manner to the protein target of interest. A variety of NMR techniques, including 2D HSQCs, STDs, and 1D line-broadening, have been successfully applied to screening compound libraries by NMR. Similarly, a variety of MS techniques have been used for structure elucidation, analysis of metabolism, diagnostics, and drug screening. In fact, the parallel development of MS as a technique to screen libraries for compounds that bind biomolecules and the complementary nature of NMR and MS lead to the development of the MS/NMR assay by combining the inherent strengths of these analytical techniques.

NMR and MS, coupled with chromatographic techniques, are now poised to contribute extensively to the progress in cancer research, especially with advances in the field of proteomics and the developing area of structural genomics. Subjects such as signal transduction, apoptosis, angiogenesis, cell metastasis, cancer diagnostics, and screening will develop rapidly with the insights provided by NMR and MS. By identifying, characterizing, elucidating, and quantifying biomolecules in disease states, NMR and MS represent the fundamental tools that will facilitate our understanding of the basic cellular processes of cancer at a molecular level. This will lead to an understanding of the mechanisms responsible for cancer and ultimately the development of a new generation of therapeutic agents for the treatment and eventual cure of cancer.
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I. INTRODUCTION

It is widely accepted that the majority of human cancers are derived from single somatic cells that undergo a series of genetic and epigenetic changes, which leads to changes in gene activity, loss of control of proliferation, and development of cancer phenotypes. These cancer cell phenotypes include the disregard of signals to differentiate and to stop proliferating; the capacity of sustained proliferation; and the loss of apoptosis, invasion, and angiogenesis [1]. Two factors that influence the evolution of cancer are oncogenes and tumor suppressor genes. In the last two decades, significant progress has been made...
in identifying, cloning, sequencing, and characterizing pathogenic genes important to cancer development, which has lead to the development of genetic-based therapy. One of the approaches, antisense therapy, delivers to the target cells antisense molecules that can hybridize and specifically inhibit the expression of pathogenic genes.

Antisense nucleic acids are single-stranded oligonucleotides that are complementary to the sequence of a target RNA or DNA. Zamecnik and colleagues [2] first introduced antisense therapy over 20 years ago. In addition, naturally occurring antisense RNA was found to be a means of regulation of gene expression in living cells [3]. However, the development of antisense therapeutics experienced a slow period in the 1970s and 1980s. After a major breakthrough in automated oligonucleotide synthesis, which yielded high-quality oligonucleotides in sufficient amounts for in vitro and in vivo studies, antisense techniques are rapidly developed and widely applied for investigating gene function and regulation, modulation of gene expression, and validation of new drug targets. There is a large body of published studies that suggests the potential use of antisense oligonucleotides in the treatment of various human diseases such as hypertension and other cardiovascular diseases, cancer, genetic disorders, and viral infections [4–9]. The first antisense drug, Vitravene, has been approved for the treatment of patients with cytomegalovirus-induced retinitis [10]. Several other antisense oligonucleotides have entered phases I–III clinical trials as

**TABLE 6.1 Examples of Anticancer Antisense Oligonucleotides in Clinical Trials**

<table>
<thead>
<tr>
<th>Target</th>
<th>Oligonucleotide sequence</th>
<th>Patient population</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Phosphorothioate oligonucleotides</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bcl-2</td>
<td>5'-TCTCCCAGGCGTGCCCAT-3'</td>
<td>Lymphoma, prostate, cancer, melanoma</td>
</tr>
<tr>
<td>c-raf-1</td>
<td>5'-TCCCCGCTGTGACATGATT-3'</td>
<td>Colon cancer, renal carcinomas, ovarian cancer, pancreatic cancer</td>
</tr>
<tr>
<td>Ha-ras</td>
<td>5'-GGGACTCTCTGCTACTGCCT-3'</td>
<td>Sarcoma, pancreatic cancer, colon cancer, melanoma</td>
</tr>
<tr>
<td>PKC-α</td>
<td>5'-GTTTCTCGCTGGTGAGTTTCA-3'</td>
<td>Lymphoma, non-small cell lung cancer, ovarian cancer</td>
</tr>
<tr>
<td>bcr-abl</td>
<td>5'-CGCTGAAGGGCTTTGAT-3'</td>
<td>Chronic myeloid leukemia</td>
</tr>
<tr>
<td>bcr-abl</td>
<td>5'-CGCTGAAGGGCTTTGAT-3'</td>
<td>Chronic myeloid leukemia</td>
</tr>
<tr>
<td>c-myb</td>
<td>5'-TATGCTGTGCCGGGCTTCCC-3'</td>
<td>Chronic myeloid leukemia</td>
</tr>
<tr>
<td>c-myc</td>
<td>5'-GCTAACGTTGAGGGGCAT-3'</td>
<td>Restenosis</td>
</tr>
<tr>
<td>IGF-IR</td>
<td>5'-GGACCTCCTCCTGGAGGC-3'</td>
<td>Malignant astrocytomas</td>
</tr>
<tr>
<td>p53</td>
<td>5'-CCCTGCTCCCCCTGGCAT-3'</td>
<td>Acute myeloid leukemia, myelodysplastic syndrome</td>
</tr>
<tr>
<td><strong>Mixed-backbone oligonucleotides</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PKA-R1α</td>
<td>5'-GGGUCGCTCTCCTCACUGGC-3'</td>
<td>Solid tumors</td>
</tr>
</tbody>
</table>

*aAll the sequences contain phosphorothioate internucleotide linkages; plain and bold letters indicate deoxy- and 2'-O-methyl-ribonucleosides, respectively.*
anticancer agents administered alone or in combination with conventional chemotherapy [4, 5, 9, 11–15] (Table 6.1).

II. DESIGN AND EVALUATION OF ANTISENSE OLIGONUCLEOTIDES

Like any other chemical drugs, antisense oligonucleotide therapeutics need to undergo an extensive, systematic evaluation in various preclinical and clinical settings (Figures 6.1 and 6.2). In theory, the concept and rationale of antisense
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**FIGURE 6.1** Outline of preclinical evaluation of antisense oligonucleotides as therapeutic agents.
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A. Principles of Antisense Design

The biological activity of a given antisense oligonucleotide, including desired and undesired effects, may be influenced by various factors at the molecular,
cellular, organ/tissue, and whole body levels (Tables 6.2 and 6.3). Many mechanisms of antisense action have been proposed [17–19]. Two major mechanisms, hybrid-arrest and RNase H activation, are generally accepted. Early studies suggested that antisense oligonucleotides bind to and interact with code region, cause blockade of ribosomal read-through of mRNA, and stop translation. Later, it was demonstrated that antisense oligonucleotides could also be targeted to initiation code and untranslated regions. In addition, antisense oligonucleotides may produce antisense effects through binding to the 5' cap region, 3' poly A, or the splicing site of the pre-mRNA [19]. RNase H activation is believed to be a major mechanism of action for several types of antisense oligonucleotides such as oligonucleotide phosphorothioates that bind to their target RNA to form RNA:DNA duplexes, which invoke the

<table>
<thead>
<tr>
<th>Category</th>
<th>Factors or condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Molecular target</td>
<td>Specificity of mRNA sequence chosen</td>
</tr>
<tr>
<td></td>
<td>Concentration of mRNA</td>
</tr>
<tr>
<td></td>
<td>Rate and synthesis of mRNA</td>
</tr>
<tr>
<td></td>
<td>Degradation of mRNA</td>
</tr>
<tr>
<td>Oligonucleotides</td>
<td>Purity</td>
</tr>
<tr>
<td></td>
<td>Sequence and structure</td>
</tr>
<tr>
<td></td>
<td>Chemistry and modifications</td>
</tr>
<tr>
<td></td>
<td>Impurities</td>
</tr>
<tr>
<td>In vitro study</td>
<td>Stability of oligonucleotides</td>
</tr>
<tr>
<td></td>
<td>Test system</td>
</tr>
<tr>
<td></td>
<td>Cellular uptake and distribution</td>
</tr>
<tr>
<td></td>
<td>Cell type and culture conditions</td>
</tr>
<tr>
<td></td>
<td>Concentrations of oligonucleotides</td>
</tr>
<tr>
<td></td>
<td>Control of oligonucleotides</td>
</tr>
<tr>
<td></td>
<td>Delivery approach</td>
</tr>
<tr>
<td></td>
<td>Assay to determine the mRNA and protein levels of targets</td>
</tr>
<tr>
<td>In vivo study</td>
<td>In vivo stability of oligonucleotides</td>
</tr>
<tr>
<td></td>
<td>Binding to protein or other macromolecules</td>
</tr>
<tr>
<td></td>
<td>Pharmacokinetics: absorption, distribution, metabolism and elimination</td>
</tr>
<tr>
<td></td>
<td>Toxicokinetics</td>
</tr>
<tr>
<td></td>
<td>Pharmacodynamics: interaction of oligonucleotides and mRNA target</td>
</tr>
<tr>
<td></td>
<td>Dose-dependent effects</td>
</tr>
<tr>
<td></td>
<td>Dose-independent effects</td>
</tr>
<tr>
<td></td>
<td>Pharmaceutical issues: formulations and delivery</td>
</tr>
<tr>
<td></td>
<td>Test systems and disease model</td>
</tr>
<tr>
<td></td>
<td>Animal use and care</td>
</tr>
<tr>
<td></td>
<td>Dose, schedule, and duration of treatment</td>
</tr>
<tr>
<td></td>
<td>Combination therapy</td>
</tr>
<tr>
<td></td>
<td>Assay to determine the mRNA and protein levels of targets</td>
</tr>
<tr>
<td></td>
<td>End points of therapeutic effects</td>
</tr>
<tr>
<td>Mechanisms of action</td>
<td>Antisense sequence-specific effects</td>
</tr>
<tr>
<td></td>
<td>Non-antisense, sequence-dependent effects</td>
</tr>
<tr>
<td></td>
<td>Non-specific effects</td>
</tr>
<tr>
<td></td>
<td>RNase H activity</td>
</tr>
</tbody>
</table>
TABLE 6.3 Factors that may Influence Clinical Trial Results and Interpretation

<table>
<thead>
<tr>
<th>Category</th>
<th>Factors or conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjects/patients</td>
<td>Expression of the target gene</td>
</tr>
<tr>
<td></td>
<td>Disease and stage</td>
</tr>
<tr>
<td></td>
<td>Host conditions</td>
</tr>
<tr>
<td></td>
<td>Prior or concurrent treatment</td>
</tr>
<tr>
<td>Oligonucleotides</td>
<td>Purity</td>
</tr>
<tr>
<td></td>
<td>Impurities</td>
</tr>
<tr>
<td></td>
<td>Formulation</td>
</tr>
<tr>
<td></td>
<td>In vivo stability of oligonucleotides</td>
</tr>
<tr>
<td>Pharmacology</td>
<td>Binding to protein or other macromolecules</td>
</tr>
<tr>
<td></td>
<td>Pharmacokinetics: absorption, distribution, metabolism, and elimination</td>
</tr>
<tr>
<td></td>
<td>Toxicokinetics</td>
</tr>
<tr>
<td></td>
<td>Pharmacodynamics: interaction of oligonucleotides and mRNA target</td>
</tr>
<tr>
<td>Treatment and effects</td>
<td>Dose-dependent effects</td>
</tr>
<tr>
<td></td>
<td>Dose-independent effects</td>
</tr>
<tr>
<td></td>
<td>Dose, schedule, and duration of treatment</td>
</tr>
<tr>
<td></td>
<td>Combination therapy</td>
</tr>
<tr>
<td></td>
<td>Assay to determine the mRNA and protein levels of targets</td>
</tr>
<tr>
<td></td>
<td>End points of therapeutic effects</td>
</tr>
<tr>
<td></td>
<td>Adverse effects</td>
</tr>
</tbody>
</table>

RNA degradation activity of RNase. In contrast, other types of oligonucleotides such as methylphosphonate oligonucleotides and α-oligonucleotides do not have such a property [23].

1. Antisense Chemistry

Both antisense RNA and DNA techniques have been used in antisense research. Natural antisense RNA is involved in gene regulation in normal organisms [3], and synthetic antisense RNAs have shown antisense effects in vitro and in vivo. There are two major approaches to introduce antisense RNA into living cells: (1) nuclear expression of RNA by engineered antisense genes and (2) microinjection of artificial antisense RNA oligonucleotides. As RNAs are extremely sensitive to nuclease degradation, antisense RNA has limited potential as a therapeutic agent.

On the other hand, antisense DNAs have greater potential. They are short sequences of single-stranded DNA (~20–25 bases long) and can be produced in large quantities using automated synthetic organic chemistry. Among many chemical modifications of antisense oligonucleotides, phosphodiester oligonucleotides and their methylphosphonate and phosphorothioate analogs are considered the first generation of antisense oligonucleotides. With high affinity to their targets, phosphodiester oligonucleotides stably bind to the target mRNA and activate RNase H. The major disadvantages of phosphodiester oligonucleotides are a sensitivity to nuclease degradation and poor cellular uptake. After extensive investigation with phosphorothioate and methylphosphonate, various backbone modifications have been made to
improve resistance to nucleases and the cellular uptake of antisense oligonucleotides. Methylphosphonate oligonucleotides, where CH$_3$ replaces O, were first synthesized in the late 1970s by Miller and co-workers [24]. They have been shown to be resistant to extra- and intracellular nucleases, and pass through cytoplasm membrane much better than unmodified oligonucleotides. The drawback is that they have relatively poor hybridization efficiency to target RNAs and are unable to activate RNase H [25], which limits their application as therapeutic agents.

Phosphorothioate oligonucleotides, analogs of isosteric substitution of sulfur for oxygen on the phosphorus residue, retain the negative charge and thus are more aqueously soluble than methylphosphonate analogs. They are much more resistant to nucleases and activate RNase H. Thus far, most clinically tested antisense oligonucleotides are phosphorothioate oligonucleotides. The disadvantages of phosphorothioate oligonucleotides are that they are taken up less by cells and have non-specific toxicities in some systems.

In the development of second-generation antisense oligonucleotides, major efforts have been devoted to stabilizing phosphorothioate oligonucleotides by various modifications of their structure [26–29]. One of the novel structures is that of mixed-backbone oligonucleotides (MBOs) [26, 27]. These novel oligonucleotides have segments of 2'-O-methyl oligoribonucleotide phosphorothioates at both the 3' and 5' ends. They have been shown to have an increased in vitro and in vivo stability and, therefore, increased tissue uptake and decreased total elimination [28, 29]. The MBO targeted to cAMP-dependent protein kinase (PKA) has entered clinical trials [30] (Table 6.1).

2. Target Validation and Optimization of Antisense Oligonucleotides

Although the design of antisense oligonucleotides is theoretically simple and straightforward (to identify a complementary oligonucleotide on the basis of the nucleotide sequence of the mRNA), the selection of an effective and specific antisense oligonucleotide is largely based on investigators’ experience and trial-based experiments. Because certain oligonucleotide sequences such as CpG and GGGG have been shown to have sequence-dependent, non-antisense effects, these sequences should be avoided in order to identify sequence-specific antisense drugs.

a. Random “Sequence-Walking” Approach

Based on Watson-Crick base pairing rules and a known sequence of the target gene, a linear, sequence-walking method has long been used to design and select antisense oligonucleotides. Usually, a relative large number of “random” oligonucleotides (10–100, depending on the length of the gene of interest) with a certain length (15–30 mer, for example), targeted to various regions of the target mRNA, are synthesized individually and their antisense activity measured using a defined cell-free or in vitro screening assay. This conventional method has been used in many antisense experiments and yielded good results, although it is expensive and time- and labor-consuming. (Only less than 5% of the oligonucleotides are generally found to be effective.)
b. Computer-Aided Target Selection

It is believed that the lack of antisense efficacy of designed oligonucleotides may be largely due to targeting at inaccessible sites of the RNA. A shift in a single or a few bases has no significant change in oligonucleotide:RNA binding, but there may be large differences in antisense activity. The binding efficiency of complementary oligonucleotide to target RNA is suggested to be mainly determined by the secondary and tertiary structures of the target RNA [31]. Accessible sites in mRNAs may be predicted using computer programs through various approaches to predict the secondary structure of RNA [32]. For example, using an RNA folding program such as MFOLD (Genetics Computer Group, Madison, WI), antisense oligonucleotides may be designed to target against the regions of mRNA that are predicted to be free from intramolecular base pairing and thereby accessible to the designed oligonucleotides. However, this approach has not been successful in correctly predicting RNA structure and guiding antisense design [31].

c. Oligonucleotide Scanning Arrays

More recently, advances in DNA array technologies have led to the development of oligonucleotide scanning arrays as a novel approach to identifying active antisense oligonucleotides [31, 33]. This method allows combinatorial synthesis of a large number of oligonucleotides and parallel measurement of the binding strength of all oligonucleotides to the target mRNA. It is suggested that there be a correlation between the binding strength and the antisense activity [31, 33].

d. RNase H Digestion-Based Screening

There is convincing evidence supporting that RNase H is involved in antisense activity, especially for phosphorothioates. Therefore, one may use RNase H screening assays to identify effective antisense reagents [34, 35]. In this method, RNase H is used in combination with a random or semi-random oligonucleotide library. The target mRNA is transcribed in vitro, end-labeled, and mixed with the oligonucleotide library. The RNase H cleavage sites are then identified by gel electrophoresis; however, this method may not precisely define the accessible sites of the target mRNA because RNase H cleavage can occur at more than one location. Therefore it will be difficult to predict the antisense activity based on RNase mapping.

Recently, several other methods have been proposed to select optimal antisense oligonucleotides. These include DNA enzymes (deoxyribozymes) that cleave RNA in a way similar to ribozymes [36] and RNase T1 footprinting that identifies single-stranded regions of target RNA [37]. However, it is too early to determine the potential of these methods in selecting optimal antisense candidates.

B. Delivery of Antisense Oligonucleotides

In the early days of antisense research, high concentrations of oligonucleotides were frequently used due to low efficiency in cellular uptake. This
practice often led to non-specific effects observed in those studies. In *in vitro* studies, lipids are now frequently used to facilitate the *in vitro* cellular uptake of oligonucleotides. Of note, the ratio of lipids/oligonucleotides will affect the results of uptake and likely the biological activity. The cytotoxicity of certain lipids alone may affect the interpretation of results from an *in vitro* cellular study. In contrast, the *in vivo* uptake of oligonucleotides seems much better than that in *in vitro* settings [38–43], which makes the use of a special carrier unnecessary. Several more detailed reviews on drug delivery of antisense oligonucleotides have been published recently as reviewed in references 44–46.

**C. Pharmacological Evaluation of Antisense Oligonucleotides**

In the past decade, many reports have appeared describing pharmacokinetic properties of various antisense oligonucleotides [5, 6, 8, 11, 12, 14, 22, 27–30, 38–43]. Oligonucleotides with various lengths and base compositions have been investigated in various species such as rats, mice, rabbits, monkeys, and humans and follow various routes of administration such as intravenous, intraperitoneal, subcutaneous, intradermal, oral, and inhalation. In most cases, quantification of parent oligonucleotides (and degraded products, in some cases) was reported using plasma samples. In some studies, tissue distribution of oligonucleotides was carried out [38–43].

In general, phosphorothioate oligonucleotides have a short plasma distribution half-life (t1/2α) of less than one hour and a prolonged elimination half-life (t1/2β) in the range of 40–60 hours [38–43]. The plasma pharmacokinetics of oligonucleotides is not associated with the length or primary sequence, but instead associated with the backbone modification and specific segments at the 3’ and/or 5’ ends. Extensive and wide tissue distribution of oligonucleotides has been observed, with the highest concentrations found in the liver and kidneys. Urinary excretion is believed to be the major elimination pathway.

It has been shown that oligonucleotides bind to plasma protein extensively. Total drug concentration has been traditionally used to describe pharmacokinetics. However, for many drugs, the therapeutic and/or side effects correlate better with the concentration of diffusable, unbound drug than with the total drug concentration. Therefore, it will be helpful to determine protein binding of test oligonucleotides and related factors affecting the degree of protein binding [47]. Our studies have shown that in *in vitro* testing there is a significant species difference in plasma and serum protein binding of oligonucleotides, with the rank order of guinea pigs > rabbits > rats > humans [42]. The mechanisms for the species differences are not clear and may be associated with species differences in the total levels and compositions of plasma/serum proteins. Therefore, precautions should be undertaken when predicting drug dose for human trials based on animal data, because relatively higher free oligonucleotide levels in human plasma are expected at comparable total drug concentration.

The retention of oligonucleotides in target tissues and normal tissues is directly associated with *in vivo* stability. To increase therapeutic effects, it is
desirable to increase the retention time of intact oligonucleotides in the body by means of increasing \textit{in vivo} stability and decreasing elimination. However, due to non-specific tissue distribution and accumulation, high levels and prolonged retention of oligonucleotides in host tissue may increase the risk of toxicity. Such a risk may increase more due to individual disease status and organ function such as liver and renal. For example, significant accumulation of oligonucleotides (and metabolites) in the kidneys in patients with renal function failure may have greater impact on host toxicity than in patients with normal renal functions.

D. Evaluation of Antisense Efficacy

The concept of antisense therapy is simple and rational: to inhibit gene expression at mRNA level in a sequence-specific manner. In the last decade, there have been numerous reports that demonstrate the ability of antisense oligonucleotides, especially phosphorothioates and their analogs, to block gene expression of host genes and foreign pathogenic genes using various \textit{in vitro} and \textit{in vivo} disease models.

Perhaps the most important aspect of pharmacological evaluation of antisense oligonucleotides is the target effectiveness and specificity of these agents (Figure 6.1). These agents are usually tested at both \textit{in vitro} and \textit{in vivo} levels. In the earlier days of antisense development, biological activity of a given oligonucleotide was assayed in a cell-free, \textit{in vitro} system using high concentrations of oligonucleotides, which resulted many false positive reports. \textit{In vitro}, cell-based assays have been routinely employed to establish the basis for further investigation of test oligonucleotides. Although there is some variability in cellular uptake, perhaps depending on cell type, drug concentrations, cell culture conditions, and delivery system, it has been demonstrated that many oligonucleotides can cross the cell membrane and distribute to cytosol in sufficient quantities to exert the desired effect. To increase cellular uptake of oligonucleotides \textit{in vitro}, several means of delivery, such as liposomes and phospholipids, have now been routinely used in \textit{in vitro} experiments in order to avoid the use of extremely high concentrations of oligonucleotides that were frequently used in earlier antisense research. In the development of antisense anti-tumor agents, various assays have been used to demonstrate \textit{in vitro} anti-tumor activity. Western and Northern blot analysis are used to demonstrate effects on protein expression and impact on mRNA metabolism of test oligonucleotides. Assays to determine cell variability, proliferation, and apoptosis are used to illustrate anti-tumor activity of test oligonucleotides. However, these assays may produce false positive and false negative results. For example, some lipids used to increase oligonucleotide uptake have cytotoxicity per se. Therefore, proper controls (e.g., negative, positive, and mismatched controls) are needed. Dose-, time-, and sequence-dependent responses are better evidence for antisense effects and desirable in order to establish a basis for further \textit{in vivo} evaluation of the test oligonucleotides.

Evidence for \textit{in vivo} activity of antisense oligonucleotides is critical in the development pipeline, but it is relatively harder to produce convincing, reproducible results compared to \textit{in vitro} testing. In the development of antisense anti-tumor oligonucleotides, murine models are used most often. In fact, most
anti-tumor oligonucleotides that have entered clinical trials have been tested in nude mouse xenograft models. In these models, human cancer cell lines are xenoplanted into nude mince or SCID mice. The end points for efficacy can be tumor size, survival, molecular markers, and histopathological evaluation. Three types of test models can be used, depending on the treatment schedule and time. First, the effect on tumor onset and formation of oligonucleotides can be determined using an *ex vivo* protocol in which cells are treated with oligonucleotide prior to xenoplantation, or an *in vivo* treatment protocol in which oligonucleotide treatment begins immediately after cell xenoplantation. The tumor formation rate and growth inhibition can be major end points in these models. Second, the inhibitory effects on tumor growth of oligonucleotides can be assayed using an *in vivo* treatment protocol in which oligonucleotide treatment begins in the early stage of tumor growth usually when the tumor size reaches 50–100 mg. In these models, tumor growth inhibition and molecular/pathology markers can be major end points. Third, the anti-tumor activity of oligonucleotides can also be tested in the late stage of tumors using a protocol in which oligonucleotide treatment begins usually when the tumor size reaches 500–1000 mg, depending on tumor type. In these models, tumor growth inhibition and survival can be major end points.

It is very important to establish dose-response relations in *in vivo* models. Proper controls (e.g., untreated, vehicle, oligonucleotide controls) should be included. *In vivo* evidence for a block of specific gene expression is also desirable. It should be pointed out that *in vivo* anti-tumor activity of a given antisense oligonucleotide is not necessarily the result of an antisense mechanism and can be associated with non-specific activity and/or sequence-specific, non-antisense activity.

Although most antisense oligonucleotides are tested *in vivo* as monotherapy, combination treatment of antisense oligonucleotides and conventional chemotherapeutic agents have also been widely investigated. There are a number of preclinical studies demonstrating that downregulation of specific gene products with antisense oligonucleotides sensitizes cancer cells to chemotherapeutic agents, which results in an additive or synergistic anti-cancer activity. These antisense targets include MDM2 [48–51], epidermal growth factor receptor [49], cAMP-dependent protein kinase [29, 53–55], c-myc [56], protein kinase Cα [57], and Bcl-2 [58]. These antisense oligonucleotides have shown to increase the therapeutic effects of chemotherapeutic agents such as paclitaxel, 5-fluorouracil, cisplatin, carboplatin, taxotere, camptothecin, irinotecan, leucovorin, gemcitabine, mafosfamide, doxorubicin, and dacarbazine. However, the mechanisms responsible for such additive or synergistic effects are not fully understood. The synergy between the two classes of agents may result from interaction on several mechanisms such as cell cycle arrest, induction of apoptosis, induction of immune responses, and production of cytokines. Although most studies showed that such additive or synergistic effects are sequence-specific, recent studies demonstrated that antisense oligonucleotides could also potentiate the anti-tumor activity of irinotecan in a sequence-independent manner [59–61], presumably through an interaction at the pharmacokinetic and/or metabolic levels to increase the conversion of the active metabolite [61].
Compared with preclinical studies, far fewer clinical studies of oligonucleotides have been reported (Table 6.1). Most clinically tested antisense antitumor oligonucleotides are phosphorothioates that have been shown to have an acceptable safety profile and initial anti-tumor efficacy in humans. In addition, several antisense oligonucleotides and chemotherapeutic agent combination treatments are under clinical evaluation [62].

In most published phase I trials, antisense oligonucleotides were shown to be well tolerated. Side effects include thrombocytopenia, prolongation of activated partial thromboplastin time, and slight elevation in liver enzymes. No significant liver and renal toxicity has been reported. Pharmacokinetic studies that have been carried out in patients indicate a short plasma distribution half-life and prolonged elimination half-life [38]. Urinary excretion represents the major pathway of excretion with mainly degraded products being observed. Limited phase II and III trials have been reported. Antisense oligonucleotides have now been shown to specifically inhibit expression of targeted genes and initial anti-tumor response.

E. Safety Evaluation

Thorough toxicity studies are key components of antisense drug development. A number of phosphorothioates have been studied extensively for their safety profiles in a several species such as mice, rats, monkeys, and humans. The dose-dependent side effects in experimental rats and mice included thrombocytopenia, splenomegaly, and elevation of transaminases [63, 64]. Histopathology changes included mononuclear cell infiltration in tissues such as liver, kidney, and spleen, and reticuloendothelial cell and lymphoid cell hyperplasia. The severity of side effects is dependent on the dose, frequency, and duration of the administration of oligonucleotides. In general, the toxicity profiles of phosphorothioate oligonucleotides are similar with various lengths and base compositions, with exceptions in the presence of certain sequence motifs such as CpG-dinucleotides [63, 65] and poly-G [66], which contribute to the severity of toxicity.

Preclinical toxicity studies are used to guide a starting dose and dose escalation scheme and clinical trials are expected to be conducted in accordance with current good laboratory practices (cGLP). To support clinical phase I trials, animal toxicity studies using two animal species are usually conducted in one rodent species and one non-rodent species. For antisense oligonucleotides, non-human primates have often been used. In addition, special toxicity studies have been suggested to determine cardiotoxicity, hepatotoxicity, and immunotoxicity. Interested readers are directed to a recently published review for details [67].

III. CONCLUSION

In the last decade, significant progress has been made in the development of antisense oligonucleotides as therapeutic agents. Perhaps the most important aspect of therapeutic oligonucleotides is identification of gene target and
improving the targeting effectiveness of these antisense drugs. With many anti-
sense anti-tumor oligonucleotides evaluated in the clinic, they are promising
therapeutic agents used alone or in combination with other therapeutic agents.
Future studies are needed not only to provide the proof of principle for anti-
sense effects \textit{in vitro} and \textit{in vivo} but also to meet the full requirement for anti-
sense therapy as a widely accepted therapeutic approach. The underlying
mechanisms (antisense, sequence-dependent non-antisense, and non-sequence-
specific) responsible for observed biological effects including therapeutic effects
and unwanted side effects are yet to be elucidated. Therefore, more rational
selection of both targets and antisense drugs, especially more and well-designed
clinical studies, as well as new concepts and approaches to resolve regulatory
issues related to antisense drugs are needed. With new generations of antisense
drugs created and tested, therapeutic effectiveness and safety profiles of these
new agents are expected to be significantly improved in the future.
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I. INTRODUCTION

The past two decades have witnessed a renaissance in the field of basic and clinical immunology that has opened the doors for new approaches to treat cancer patients. Development of new methodology has allowed for an expanded understanding of the intricate mechanisms of immune cell interactions allowing for the insight into basic principles of immune defenses in general as well as anti-tumor immune responses in particular. Volumes of research in the preclinical arena have given rise to renewed enthusiasm for the use of immune-based agents as cancer therapeutics. To date, the two most significant components of cancer immunotherapeutics are anti-tumor antibodies and anti-tumor vaccines. Many of these agents have been successfully translated from preclinical studies into clinical trials. Some have already been accepted as “standards of care.”

Herein we will describe the basic principles of anti-tumor antibody and vaccine development with illustrative examples of agents currently in clinical use.

II. ANTI-TUMOR ANTIBODIES

The concept of the use of antibodies for the treatment of disease dates back to Emil von Behring who was awarded the Nobel Prize in Physiology in 1901 for his work on “serum therapy and its application in diphtheria” [1]. His
revolutionary concept of utilizing a normally occurring defense mechanism against disease and applying it as a medicinal agent gave rise to the theoretical framework of therapeutic antibodies. Paul Erlich who, in 1908, shared the Nobel Prize for the discovery of the concept of immunity stated: “The antibodies are therefore magic bullets which find the targets themselves... we must therefore concentrate all our powers and abilities on making the aim as accurate as we can contrive, so as to strike the parasites as hard and the body cells as lightly as possible.” Full implementation of this principle became possible following the discovery of the methods for production of monoclonal antibodies in the mid-1970s [2]. The ability to develop antibodies capable of recognizing tumor-specific epitopes gave rise to the hope of finally specifically targeting tumor cells without injuring normal tissues and validate Erlich’s “magic bullet” hypothesis.

The realm of antibody-based cancer immunotherapeutics is divided into two categories: (1) unmodified monoclonal antibodies with cytotoxic, regulatory, and immunization properties; and (2) immunoconjugates, i.e., monoclonal antibodies conjugated to toxins, chemotherapy, radioactive isotopes, or biologics that, in theory, should augment their effector function. In both settings, tumor target specificity is determined by the antigen-binding fragment (Fab) of the monoclonal antibody. The main distinction among the two categories is that the cytotoxic activity of these therapeutics is a function of the antibody’s natural activity (via complement fixation or antibody-dependent cell cytotoxicity; ADCC) itself in the former, and the conjugate in the latter.

The most significant developments in antibody-based cancer immunotherapeutics to date has been the discovery of monoclonal antibodies demonstrating direct anti-tumor cytotoxic properties. These developments were enabled by recently described technologies for identification of tumor-specific antigens as well as techniques for “humanization” of non-human antibodies. The major drawback of conventional monoclonal antibodies, which are produced in mice, is the induction of inactivating human anti-mouse antibodies (HAMA) by the patient’s own immune system. For this reason, the mouse antibodies can be genetically altered to mimic human proteins, which are not as immunogenic as their murine counterparts. The development of humanized monoclonal antibodies capable of recognizing surface antigens, highly expressed on malignant cells (her-2/neu), and normal cells (CD20, CD52 and CD33) has given rise to Herceptin, Rituxan, Campath, and gemtuzumab ozogamicin, respectively [3]. These monoclonal antibodies have completed initial clinical testing and are currently in clinical use for the treatment of breast cancer, lymphoma, chronic lymphocytic leukemia, and acute myelogenous leukemia. The exact mechanisms of anti-tumor cytotoxic activity of these antibodies in humans are not fully elucidated. Hypotheses range from induction of second messenger apoptotic signaling [4] to antibody-mediated cell cytotoxicity [5–7]. Having demonstrated clinical efficacy as single agents, most of these antibodies are currently in phase I and II clinical trials where they are used in addition to standard combination chemotherapy regimens. Preliminary reports suggest additive to synergistic effects of chemotherapy/antibody combination treatments (i.e., paclitaxel + Herceptin, Rituxan + CHOP).
A somewhat different approach in the application of therapeutic monoclonal antibodies has been with the use of antibodies directed against regulatory molecules of carcinogenesis and angiogenesis [8]. Examples of such targets include epidermal growth factor receptors (EGFR) [9], platelet-derived growth factor receptors (PDGFR) [10], vascular endothelial growth factor (VEGF), and vascular endothelial growth factor receptor (VEGFR) [11]. These molecules have been found to be upregulated in a variety of epithelial neoplasms and their inhibition/downregulation has been associated with tumor regression in preclinical models. Examples of such molecules that have successfully entered the phase II clinical trials arena are cetuximab (anti-EGFR) [12] and bevacizumab (anti-VEGF) [13]. Cetuximab has been used clinically in phase I and II studies for patients with malignancies overexpressing EGFR (breast, lung, ovary, head and neck, pancreas, and colorectal cancer) either alone or in combination with chemotherapy. Results of clinical studies reported to date are encouraging. Bevacizumab has most extensively been studied in patients with non-small cell lung cancer (NSCLC). Applied in combination with chemotherapy (carboplatin and paclitaxel), bevacizumab resulted in improved response rates, prolonged time to progression, and longer median survival times of treated NSCLC patients with non-squamous cell tumors relative to patients treated with chemotherapy alone [13]. A large number of other monoclonal antibodies directed at similar targets are currently in late stages of preclinical development entering phase I studies. One of the more encouraging new antibodies is IMC-1C11, a monoclonal antibody against VEGFR2 [14].

In a general sense, the above two applications of therapeutic monoclonal antibodies represent expansion of the basic principle of “serum therapy” utilizing state-of-the-art technology. A step away from this principle is the application of monoclonal antibodies as idiotype antigens. Namely, each antibody clone possesses an antigenically unique motif in its Fab, which represents the idiotype of the antibody. Jerne [15] theorized that each antibody idiotype is capable of generating a downregulatory anti-idiotype immune response giving rise to the “idiotype network” hypothesis of immune regulation. Considering that human B-cell malignancies (non-Hodgkin lymphomas) express surface immunoglobulins of unique idiotype as their tumor-specific antigens, the generation of anti-idiotype antibodies may be of therapeutic benefit; hence, the development of anti-idiotype vaccines. In these models, monoclonal antibodies derived from malignant B cells are used as vaccines in the hope of generating anti-idiotype immune responses that would target the parent malignant B cells. Currently, active phase I and II clinical trials utilize the patient's own malignant B cells as the source of the idiotype-specific monoclonal antibodies used as vaccines following primary “debulking” chemotherapy [16]. Preliminary reports are encouraging. Similar efforts are currently under way utilizing monoclonal antibodies specific for other tumor-associated antigens, i.e., human milk fat globule (HMFG) protein, which is expressed in >90% of breast cancer patients. The monoclonal antibody recognizing this protein is currently in phase I testing as an anti-idiotype vaccine attempting to induce anti-idiotype antibodies in the patients that would cross react with native HMFG [17].
A somewhat more innovative approach in the use of monoclonal antibodies takes advantage of a recently developed technology creating antibody molecules in which each of the two Fabs have different specificities (bispecific antibodies; BsAb). Initial work in this field utilized BsAbs in which one Fab fragment was tumor specific and the other was specific for immune effector cells surface molecules (CD3, CD16, CD64, etc.). Early, small-scale phase I studies have demonstrated encouraging results that have led to further attempts at refining the structure of the BsAbs in attempts to improve their anti-tumor efficacy [18]. This has resulted in a variety of molecules (scFv, minibodies, diabodies, and multivalent BsAbs), the clinical utility of which remains to be realized.

A somewhat different approach in the use of therapeutic monoclonal antibodies is the use of immunoconjugates. In this setting, rather than using “pure” antibodies, the antibody molecules are chemically conjugated with agents capable of inducing cell death (radioactive isotopes, toxins, chemotherapeutic agents, etc.). The rationale behind this approach stems from early observations that monoclonal antibodies are far more effective at binding to cancer cells than killing them. Therefore, “arming” the monoclonal antibody with cytotoxic agents would allow them to be delivered at high concentrations to the appropriate tumor targets, avoiding unwanted toxicity of systemic administration.

Immunotoxins represent the largest component of the immunoconjugate effort. Many different plant and bacterial toxins have been used to prepare immunotoxins. Early developments in this field utilized toxin molecules devoid of their cell binding domains/subunits coupled to whole monoclonal antibodies. These immunotoxins were chemically heterogenous, difficult to synthesize in adequate quantities, and unable to adequately penetrate solid tumors. The associated clinical trials resulted in significant toxicities with little clinical benefits. Thus, by the early 1980s endeavors in this field were nearly abandoned. By the end of the decade a renewed enthusiasm for the use of immunotoxins was brought forth following the discovery of Fv fragments [19, 20]. These fragments are genetically engineered monoclonal variable domains of the heavy and light chains of an antibody connected by a peptide linker. The decreased molecular weight of the Fv fragment relative to a whole antibody was believed to be more advantageous with respect to tumor infiltration. Some of the most exciting work in this arena was performed in patients with refractory hairy cell leukemia (HCL). A single chain Fv fragment able to recognize the IL-2 receptor (CD25) was linked to Pseudomonas exotoxin devoid of it’s binding domain. The new molecule was designated LMB-2 and was given to four patients with refractory HCL in a phase I study. All four patients experienced major hematologic responses to therapy with limited toxicity [21]. The same group of investigators went on to do a more expanded phase I study treating patients with multiple hematologic malignancies expressing CD25. Their results were the first to demonstrate major anti-tumor responses with the use of a recombinant immunotoxin [22]. Encouraged by these data, an increasing number of investigators are currently pursuing Fv-based immunotoxins in various phase I clinical trials targeting different tumor-associated surface molecules, thereby revitalizing the field of immunotoxin research.
Another variation to the model of immunoconjugate cancer therapy are radio-immunoconjugates. Much like the immunotoxins, the effective anti-tumor agent is the conjugated radioactive isotope, with the role of the monoclonal antibody as merely a delivery vehicle. Radio-immunoconjugates have been used for both diagnostic and therapeutic purposes. If a monoclonal antibody is conjugated to a radioisotope that could be detected by a gamma camera, the antibody could be used to visualize tumors. If the same monoclonal antibody is conjugated to an alpha- or beta-emitting radioisotope, it could be used as a therapeutic agent. The therapeutic radio-immunoconjugates would deliver the radioactive isotope to the vicinity of the tumor and allow for local radiation therapy. Because these are radioactive agents, there is no need for the isotopes to be delivered to each individual cell therefore obviating the need for high-tumor penetrance (necessary with immunotoxins). Delivery of radiation to the vicinity of tumors appeared to be sufficient. The most significant work to date in this field was performed utilizing radiolabeled monoclonal anti-CD20 antibodies for the treatment of malignant lymphoma. Malignant lymphomas are radiosensitive tumors for which a useful tumor-specific antigen (CD20) has already been recognized. Therefore, it appeared reasonable to test the principle of radio-immunotherapy in this tumor model. The two radioimmunoconjugates of greatest clinical significance to date are $^{90}$Y-ibritumomab (Zevalin) and $^{131}$I-tositumomab (Bexxar) [23]. Both agents have completed phase I and II studies demonstrating safety and clinical efficacy. Table 7.1 summarizes the basic characteristics of these agents. Optimal utilization of these agents is currently the subject of several ongoing clinical studies (see Table 7.1).

Immunoconjugates in which monoclonal antibodies are linked to chemotherapeutic agents have not yet made the transition to phase I clinical trials. The basic difficulties in these constructs is that chemotherapeutic agents, covalently linked to monoclonal antibodies, once delivered to the site of tumor by the antibody, need to be internalized and cleaved off the antibody in order to gain access to their intracellular targets. The obvious complexities in the synthesis and metabolism of such molecules remain a

| TABLE 7.1 Basic Characteristics of Zevalin and Bexxar |
|---------------------------------|-----------------|
| **Zevalin**                     | **Bexxar**      |
| **Monoclonal antibody**         | Murine IDEC-2B8 (parent of rituximab) | Murine IgG2a |
| **Specificity**                 | Anti-CD20       | Anti-CD20 |
| **Radioisotope**                | $^{90}$Y beta emission | $^{131}$I beta emission gamma emission |
| **Serum half-life**             | 28 h            | 59.3 h |
| **Stability of immunoconjugate**| Urea-type bond  | Subject to enzymatic dehalogenation |
| **Routes of excretion**         | Hepatic         | Urinary |
| **Organ retention of free radioisotope** | Bone marrow | Thyroid and gastrointestinal |
significant obstacle to further development. In an attempt to simplify the syn-
thesis process, several groups have attempted to coat clinically available
chemotherapy-loaded liposomes with monoclonal antibodies. In principle,
the chemotherapy-loaded liposomes (i.e., capecitabine) could be directed to
concentrate at sites of tumor by specific monoclonal antibodies (immunolipo-
somes) [24]. This would in turn result in greater clinical efficacy with reduced
toxicity compared to the use of the liposomal agents alone. Phase I clinical
testing of several such molecules are currently nearing completion. If success-
ful, this method would allow “packaging” of a wide array of chemotherapeu-
tic agents into liposomes and custom “targeting” using varying tumor specific
antigens. A similar attempt at utilizing the combination of monoclonal anti-
body tumor targeting and chemotherapy-mediated tumor killing is the anti-
body directed enzyme prodrug therapy (ADEPT) approach [25]. This method
utilizes a two-step therapeutic approach. First, an immune conjugate consist-
ing of a tumor-specific monoclonal antibody linked to an enzyme capable of
activating a chemotherapy produg is administered. This allows the enzyme to
be deployed in areas of high tumor burden. Then, a non-toxic chemotherapy
prodrug is administered. The prodrug reaches the sites of its metabolizing
enzyme and is converted into the active agent. Thus, active drug is produced
at the site of the tumor and is capable of destroying not only tumor cells
bound by the antibody, but also those in the immediate vicinity. Much like
the liposomal approach, this method does not limit tumoricidal activity only
to tumor cells bound by the antibody that can endocytose and translocate the
conjugated chemotherapeutic agent to its intracellular target.

In summary, the use of antibodies as cancer treatment agents offers a
wide variety of therapeutic possibilities based on the ability of antibodies to
recognize specific tumor antigens (passive immunization). In the absence of
clearly identified cell surface expressed tumor-specific antigens, antibody-
ated therapy is irrelevant. Therein is the most significant drawback of this
mode of therapy and the source of immunologic escape of tumors recurring
after initial response to antibody-based treatments. Once a cancer cell
looses/alters a targeted surface antigen, it becomes invisible to the Fab of the
monoclonal antibody and its anti-tumor activity is neutralized regardless of
conjugates. Another important limitation in the use of antibodies for cancer
immunotherapy is that this approach is limited to those tumor antigens that
are expressed on the surface of the malignant cell. In contrast, immunological
therapies based on tumor-specific T lymphocytes can utilize any protein that
is made by the tumor cell, regardless of its localization.

III. CANCER VACCINES

As the second arm of tumor immunotherapy, cancer vaccines represent an
attempt to actively immunize patients against single or multiple tumor-
specific antigens. This approach takes advantage not only of the vaccine’s abil-
ity to induce anti-tumor antibodies but also the ability to stimulate anti-tumor
T-cell responses. The production of tumor-specific antibodies by B cells can be
elicited by immunization of animals with tumor cells, and tumor-associated
determinants that have been defined by their ability to stimulate an antibody response and their presence on tumor cells, but not normal cells. This is the theoretical basis for the application of anti-tumor antibodies in cancer therapy. Also, there is accumulating evidence to suggest that many tumors in experimental model systems and cancer patients express molecules that are recognized by the T-cell arm of the immune system. In contrast to antibodies, T cells recognize antigens as peptides derived from proteins, which are processed and exported to the cell surface in association with the major histocompatibility complex (MHC)-gene products. Thus, any protein made by the tumor cells can potentially function as a tumor antigen for T cells as long as it produces peptides that can bind to the MHC molecules.

Early experiments performed in the 1950s demonstrated that tumor-specific transplantation antigens were expressed by methylcholanthrene- or virus-induced tumors [26]. These antigens could provoke an immune response by the host after immunization, and rejection of antigen-expressing tumor cells was mediated by specific host cytolytic T cells [27]. The molecular cloning of a tumor-specific antigen expressed by a murine cell line that had been mutagenized has been described as well as the cloning of a naturally occurring tumor-specific antigen expressed by the murine mastocytoma P815 [28, 29]. In the mouse, cytolytic T cells that demonstrated tumor specificity could be expanded in vitro from splenocytes as well as from single cell enzymatic tumor digests [28, 29]. Tumor-infiltrating lymphocytes, or TIL, can mediate regression of established pulmonary tumors and cure mice with advanced tumor burdens [30, 31]. In patients bearing metastatic tumors, a number of groups have demonstrated the existence of anti-tumor cytotoxic T lymphocyte (CTL) responses. Peripheral blood mononuclear cells as well as TIL contain populations of cells and individual clones that demonstrate tumor specificity; they lyse autologous tumor cells, but not natural killer targets, allogeneic tumor cells, or autologous fibroblasts [32-35]. Tumor-specific TIL can be expanded to large numbers ex vivo and mediate regressions of metastatic melanoma after adoptive transfer with interleukin-2 (IL-2) [36, 37]. Therefore, tumor-specific antigens exist on metastatic human tumors, and are capable of stimulating a specific T-cell response that can be expanded to achieve objective clinical responses in tumor-bearing patients. The main goal of cancer vaccine therapy is in vivo expansion of tumor specific T-cell clones by boosting the already primed immune system of the host with tumor-specific antigens.

Current cancer vaccines comprise two basic elements (Figure 7.1): tumor-specific antigen and immune adjuvant. There are two basic categories of tumor-specific antigens currently in use. One utilizes clearly defined tumor-specific antigens as the vaccine immunogen (native tumor antigens, modified tumor antigens, tumor antigen specific peptides, etc). The other takes advantage of the observation that transplanted tumor cells are capable of eliciting anti-tumor immune responses and utilizes whole tumor cell (or cell components) as the vaccine immunogen (irradiated tumor cells, tumor cell lysates, fused cells, genetically engineered cells, etc.). This approach assumes that unidentified tumor-specific antigens contained in these cellular preparations could be used to upregulate anti-tumor responses when administered in conjunction with immune adjuvants.
The role of immune adjuvants in the cancer vaccine is to enhance the immunogenicity of the antigen. This can be achieved in two ways: (1) with the use of autologous dendritic cells (cellular approach) or (2) pro-inflammatory molecules able to stimulate local inflammation at the site of vaccine administration attracting immunocompetent cells to the site of antigen delivery (complete and incomplete Freund's adjuvant, cytokines, oils, etc.). In an attempt to find the optimal cancer vaccines, generations of investigators have attempted a myriad of combinations of various antigens and adjuvants. Despite decades of preclinical and clinical investigations, clinically relevant cancer vaccines remain elusive. Herein, we will describe some of the more prominent models of cancer vaccines currently in active phase II and III clinical trials.

A. Defined Tumor Antigens: Peptide Vaccines

Endogenously synthesized antigens of virtually all mammalian cells are processed in an endoplasmic reticulum compartment and converted to small epitope peptides that are subsequently displayed on the cell surface in association with class I MHC molecules. However, specialized antigen-processing cells are capable of presenting very small numbers of exogenous peptides in association with class I molecules to stimulate T-cell recognition. Tumor-specific peptides bound in association with class I molecules have been purified from the surface of melanoma cells and stimulate autologous cytotoxic T-cell recognition by cytolysis or cytokine release assay [38]. Purified epitope peptides derived from different animal viruses have been used in various preparations to immunize mice and have been shown to induce high-affinity CTL and protect mice against lethal challenges with infectious virus.

An example of a tumor-specific antigen containing immunodominant peptides capable of stimulating anti-tumor T-cell responses is MAGE-1. The MAGE-1 antigen is encoded by a gene spanning 5 kb, and the 2419 base pair sequence produces a predicted protein product of 26 kDa. The MAGE-1 antigen has been demonstrated to contain an immunodominant HLA-A1 restricted epitope (Glu-Ala-Asp-Pro-Thr-Gly-His-Ser-Tyr, or EADPTGHSY),
a nonamer encoded by the third exon of the MAGE-1 gene [39]. MAGE-1 is not expressed by normal cells and tissues with the exception of testis, but it is present on approximately 40% of melanomas, 20% of breast cancers, 30% of small cell and non-small cell lung cancers, and a variety of other malignancies [40, 41]. MAGE-1 is a member of a multi-gene family of at least 15 members, of which at least two encode antigens recognized by T cells from patients with melanoma. Numerous other immunodominant peptides derived from tumor-associated and tumor-specific antigens have been described and synthesized for clinical use [42]. Several vaccines containing these peptides have already completed phase I testing and are in active phase II and III clinical trials. Most of these studies have been performed using peptides derived from malignant melanoma antigens.

One of the most significant obstacles to the development of clinically relevant peptide-based vaccines has been the poor innate immunogenicity of peptides. A number of investigators are currently engaged in attempts to overcome this problem by developing adequate immune adjuvants capable of inducing peptide-specific immune responses. Both cellular and non-cellular immune adjuvants are currently under investigation.

B. Defined Tumor Antigens: Gangliosides

Gangliosides are prominent cell surface constituents of neuroectodermal tumors, which includes melanoma. Three of them (GM2, GD2, GD3) are of particular interest in melanoma because two of the three are expressed in almost all human melanoma isolates. Initial attempts to utilize gangliosides alone as vaccines demonstrated that they were non-immunogenic. Combined with bacterial porins, they were able to induce antibody responses. Based on encouraging preclinical data, a GM2 vaccine combined with BCG was introduced into a clinical trial demonstrating an IgM response in 86% of the treated melanoma patients. In an attempt to improve the immunogenicity of GM2, the ganglioside was conjugated to keyhole limpet hemocyanin (KLH) as carrier protein and combined with QS-21 as an immune adjuvant. A preliminary report demonstrated superior immunologic antibody responses. These data gave rise to a prospective phase III clinical trial comparing vaccine versus in combination with interferon alpha for patients with resected stage III melanoma [43]. The vaccine alone group did worse compared to the vaccine plus interferon arms.

C. Undefined Tumor Antigens: Cell-Based Vaccines

Despite significant strides in our understanding of tumor-specific antigens and our ability to dissect immunodominant peptide epitopes capable of stimulating anti-tumor T-cell responses, there still exists a large number of undefined tumor antigens. Also, any tumor vaccines that immunize against single or small numbers of defined peptide antigens run the risk of selecting out peptide negative cell clones resistant to the generated immune response. Therefore, in an attempt to generate broad anti-tumor immune responses to known and unknown tumor antigens, multiple groups of investigators have
used tumor-cell based vaccines. This approach is a direct outgrowth of successful vaccine strategies using killed microorganisms as immunogens. The last two decades have witnessed a multitude of various tumor cell preparations utilized as cancer vaccines. A summary of the more significant applications is presented in Table 7.2.

The most significant work in this field is attributed to Donald Morton and his introduction of CancerVax [44]. This agent is currently completing phase III testing for the treatment of stage III and stage IV melanoma. CancerVax is a whole-cell preparation of three allogeneic melanoma cell lines (M10, M24, and M101). Cells from each cell line are grown in serum-free media, harvested, pooled, and irradiated with 100–150 Gy. Irradiated cells are then cryopreserved for clinical use. Vaccine was administered intradermally every 2 weeks (×3) and then monthly (one year). After the first year of therapy, vaccine was administered every 3 months (×3) and every 6 months thereafter. The idea behind the use of such a vaccine was to introduce melanoma-specific antigens in the setting of an allogeneic MHC. The MHC mismatch would serve as a powerful stimulus to boost the immunogenicity of the putative tumor antigens. Initial reports with the use of this vaccine, administered only for one year, demonstrated an increase in median and 5-year survival times of patients with stage III and IV melanoma as compared to historic controls. The current phase III trials for both stage III and IV disease will definitively answer the questions of clinical efficacy.

Arguments that the best tumor targets for each individual patient are those of the patient's own tumor have given rise to the use of autologous tumor cells as cancer vaccines. The largest experience in this arena comes from Berd et al. [49]. In their model, patients underwent surgical excision of melanoma that was used to process an autologous cell based vaccine. The vaccine was combined with BCG as an immune adjuvant. Their initial data demonstrated five clinical responses out of 40 evaluable patients. Ongoing clinical studies utilizing this approach are attempting to improve the immunogenicity of the vaccine and improve its clinical efficacy. Other groups

### TABLE 7.2 Summary of Different Applications of Cell-Based Cancer Vaccines

<table>
<thead>
<tr>
<th>Tumor type (vaccine trade name)</th>
<th>Description</th>
<th>Ref:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allogeneic melanoma (CancerVax)</td>
<td>A combination of three allogeneic melanoma cell lines, irradiated and administered in conjunction with incomplete Freund's adjuvant</td>
<td>44</td>
</tr>
<tr>
<td>Melanoma (Melacine)</td>
<td>A lysate derived from three allogeneic tumor cell lines administered in conjunction with immune adjuvant</td>
<td>45</td>
</tr>
<tr>
<td>Melanoma (Avax)</td>
<td>Irradiated autologous tumor cells administered with immune adjuvant</td>
<td>46</td>
</tr>
<tr>
<td>Renal cell carcinoma</td>
<td>Fused autologous tumor cells with allogeneic dendritic cells</td>
<td>47</td>
</tr>
<tr>
<td>Melanoma</td>
<td>Culture supernatants of allogeneic melanoma cell lines adsorbed to alum</td>
<td>48</td>
</tr>
</tbody>
</table>
have chosen to utilize autologous tumor cell vaccines with different immune adjuvants either administered along with the vaccine or genetically engineered and expressed by the autologous tumor cells (granulocyte macrophage colony stimulating factor; GM-CSF). Most of these approaches are still in the preclinical arena with few completing phase I trials.

Although conceptually more appealing than allogeneic tumor cell vaccines, the autologous tumor cell vaccines require significant \textit{ex vivo} manipulations and processing, which may potentially affect expression of clinically relevant tumor-specific antigens. In an attempt to overcome this issue, several groups have embarked on the development of methods to enhance the immunogenicity of malignancies while they are still in the patients. These methods involve intra-tumor injections of various compounds (cytokines and plasmid DNA) with the hope of producing systemic anti-tumor effects following modulation of single sites of disease. Examples of such interventions include the use of intra-lesional GM-CSF therapy and intra-lesional allovectin-7 (HLA-B7 plasmid DNA). Both of these approaches have largely been applied in melanoma clinical studies. Phase I results show no significant toxicities. Phase II data are not yet available.

D. Immune Adjuvants

As is apparent from the above discussion, one of the major obstacles to the development of a potent cancer vaccine is that most tumor antigens (proteins, peptides, gangliosides, cells, and cell subunits) are poor immunogens. A large effort is currently under way attempting to define the optimal immune adjuvant for cancer vaccines. Work in this field focuses primarily on three topics: (1) modifications of oil-based immune adjuvants (incomplete Freund's adjuvant), (2) optimization of various dendritic cell-based vaccines, (3) application of cytokines as immune adjuvants (IL-2, GM-CSF, etc.).

Of the oil-based immune adjuvants, the one most widely used in peptide clinical trials is montanide ISA-51 [50]. This is a proprietary lipid preparation that has been shown to augment anti-vaccine immune responses both in preclinical and clinical models. Multiple other preparations in this category of immune adjuvants are currently in various phases of preclinical and clinical development. Due to the proprietary nature of the structure of these adjuvants, it is difficult to make adequate comparisons among the different preparations. Nevertheless, all of these agents share a few basic characteristics: (1) they do not interfere with the structure of the antigens, (2) they cause mild local inflammation at the site of injection with the purpose of attracting antigen presenting dendritic cells to the site of the antigen, and (3) they allow for slow release of the antigen allowing prolonged exposure.

Probably one of the most significant discoveries in the field of vaccine development has been the application of antigen-loaded autologous dendritic cells as cancer vaccines [51]. Dendritic cells (DCs) are the most effective antigen-presenting cells of the mammalian immune system. Therefore, if one could take DCs out of the body and “load” them with antigens, one could potentially circumvent the need to attract these cells to sites of antigen injection (skin) as is achieved with more conventional adjuvants (above). This
would potentially allow for much more efficient antigen uptake and processing by the DCs and therefore much more effective presentation of these antigens to T cells once the DCs are re-infused into patients. Therein lays the principle of DC cancer vaccines in clinical trials. Initial clinical studies, despite intriguing preclinical data and phase I clinical observations, uncovered significant difficulties with reproducible production of DC cancer vaccines. There is an ongoing debate regarding the technological aspects of DC vaccine production. Optimization efforts pertaining to DC maturation conditions, antigen preparation, antigen challenge, route of administration, frequency of administration, etc., are ongoing. Unfortunately, the high cost of production of these vaccines has been a significant obstacle to a more broad-based research effort attempting to answer these questions.

One of the more interesting recent developments in cancer vaccines is the realization of the immune adjuvant potential of cytokines. The most significant work in this field deals with the application of GM-CSF as an immune adjuvant. GM-CSF is a commercially available cytokine commonly used in patients undergoing chemotherapy with the goal of shortening the duration of post-chemotherapy neutropenia. Recently published evidence also suggests that GM-CSF may play a role of an immune adjuvant [52]. Some of the demonstrated mechanisms by which GM-CSF can potentiate the immunogenicity of a given antigen stem from the following observations: (1) GM-CSF is a key mediator of DC maturation and function [53], (2) GM-CSF increases surface expression of class I and II MHC molecules as well as co-stimulatory molecules of DCs in vitro [53], (3) GM-CSF enhances antibody responses to known immunogens in vivo [54], (4) tumor cells transfected with genes encoding/expressing GM-CSF are able to induce long-lasting, specific anti-tumor immune responses in vivo [55], (5) GM-CSF encapsulated in biodegradable microspheres mixed with whole tumor cells resulted in systemic anti-tumor immune responses comparable to those of GM-CSF transfected tumor cells [56]. Based on these observations several ongoing clinical studies are attempting to directly ascertain the immune adjuvant potential of GM-CSF in cancer vaccines.

Despite decades of research, clinically effective cancer vaccines remain elusive. Clinical and laboratory developments in the last 5 years have provided the ability to directly quantify the immunostimulatory abilities of these vaccines beyond simple antibody titers. Having these quantitative end points (Elispot, tetramer, cytokine RT-PCR) allows us to compare the effectiveness of different vaccine preparations and learn which vaccine attributes are immunologically (clinically) relevant and which are not. This has allowed us to embark on a systematic effort and construct vaccines with increasing immunological and clinical efficacy. Only with such an effort can we hope to take the field of cancer vaccines out of the realm of clinical anecdotes.

IV. CONCLUSION

Immunotherapy of cancer remains one of the possibly most effective modes of therapy for malignant disorders, the potential of which remains unfulfilled. Recent developments in basic and clinical immunology have created tools
that allow a better understanding of the mechanisms of action of these agents and gain insights into methods to improve their clinical efficacy. The first signs of the extraordinary potential of immune-based cancer therapy are evident in the development of tumor antigen-specific/associated therapeutic monoclonal antibodies. Several of these therapeutics are currently widely applied in clinical practice. Not far behind are developments in cancer vaccines. For the first time, after many decades of disappointing clinical results, cancer immunotherapeutics appear on the threshold of fulfillment of their therapeutic potential, as predicted by Erlich some 100 years ago. This chapter briefly highlights just some of the many ongoing efforts in the field of cancer immunotherapy, all of which are based on the principle of utilizing the body’s own immune defenses as a blueprint and mediator of cancer therapeutics.
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I. THE INHIBITORS OF APOPTOSIS
II. CONCLUDING REMARKS

It is now been well established that apoptosis is a physiological process that is essential for tissue homeostasis. A wealth of information suggests that defects in regulation of apoptosis can contribute to a number of diseases including cancer. In general, there are two major apoptotic pathways, one originates at the membrane and involves death receptors [1] and the other engages mitochondria [2]. Apoptotic signals involving either pathway engage caspases, the integral component of intracellular apoptotic machinery. Evidence suggests that the expression/function of pro-apoptotic and/or anti-apoptotic molecules is altered in cancer cells, which results in their continuous proliferation and or resistance to anticancer therapies [3, 4]. Inhibitors of apoptosis (IAPs) are anti-apoptotic molecules whose expression is generally altered in various cancer types [5–8]. This chapter deals with IAPs and will discuss the pros and cons of targeting these molecules in the development of novel anticancer agents.

I. THE INHIBITORS OF APOPTOSIS

IAPs form a growing family of proteins that inhibit apoptosis induced by a wide variety of insults [5–8]. First discovered in baculoviruses, later studies have identified IAP family members in nematodes, flies, rodents, and humans [5–8]. To date several family members have been identified in humans that include, c-IAP1, c-IAP2, NAIP, XIAP, Livin α and β (also known as ML-IAP or KIAP), Apollon, and Survivin (Figure 8.1).
A. Structure and Function of IAPs

Structure function analyses have revealed that all IAPs harbor varying numbers of baculoviral inhibitor of apoptosis repeat (BIR) domains. For example, Survivin, the smallest of all IAPs, contains only one BIR domain while c-IAP1, c-IAP2, XIAP, and NAIP each contains three [5, 6]. Livin (also known as ML-IAP and KIAP) and Apollon are the recent addition to this family and each contains one BIR domain [9–12]. With the exception of Survivin and NAIP, all IAPs also contain a RING zinc finger domain at the COOH terminus. In addition to these two domains, c-IAP1 and c-IAP2 contain a CARD (caspase recruitment domain) motif, and Apollon contains a ubiquitin-conjugating enzyme (UBC) domain [5, 6, 12]. A large body of evidence suggests that the BIR domain plays a central role in the IAP-mediated suppression of apoptosis [5–8]. The role of other domains in modulation of apoptosis remains unclear because removal of either RING domain or CARD domain does not affect the ability of these proteins to modulate apoptosis [5–8]. It has been proposed that the non-BIR domains may serve to diversify the function of IAPs [5].
The IAPs are believed to mediate their anti-apoptotic effects by directly inhibiting the caspases [5–8]. Caspases are cysteine proteases that are integral components of the intracellular apoptotic machinery. To date 14 caspases have been identified that are named caspase 1 through caspase 14 [13, 14]. In general, these proteases are grouped as initiator caspases and effector (executioner) caspases. Caspase 8 or 10 are the initiator caspases that are activated through apoptotic signals originating at the membrane death receptors [13, 14]. Once activated, these caspases can cleave and activate the downstream caspases such as 3, 6, and 7, and the flow of apoptotic signals moves downstream to death substrates [13, 14]. Activation of caspase 9, the other initiator caspase, involves signals originating at the mitochondria such that cytochrome c is released from mitochondria into cytosol, and Apaf1 is recruited into an apoptosome complex involving cytochrome c, Apaf1, pro-caspase 9, and ATP/dATP [2, 13, 14]. Assembly of apoptosome results in caspase 9 activation. Once active, caspase 9 further activates the effector caspases 3, 6, and 7 (Figure 8.2).

IAP-dependent caspase inhibition involves direct interactions between these two groups of molecules [5, 6]. For example, XIAP, c-IAP1, c-IAP2, and Survivin have been shown to bind and inhibit caspase 3, 7, and 9 [5, 6, 15–17]. These IAPs are believed to bind and inhibit the abovementioned caspases via their BIR domains at a 1:1 or 2:1 molar ratio [16, 17]. Only one BIR domain
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**FIGURE 8.2** Death receptor and mitochondrial apoptotic pathways and the Smac/DIABLO-dependent suppression of anti-apoptotic IAPs.
has been found to be sufficient to inhibit caspase activity because Survivin, the single BIR domain-containing IAP, is capable of binding and inhibiting caspases [5-8]. Survivin, XIAP, c-IAP1, and c-IAP2 have been shown to bind to the processed and unprocessed forms of caspase 9, while only the processed forms of caspase 3 and 7 bind to these IAPs [5, 15]. Although the exact mechanisms by which these IAPs inhibit caspases remain to be elucidated, evidence points to their function as competitive inhibitors [5]. Recent structural studies have started to unravel the potential mechanism(s) of caspases and IAPs interactions (see below). The information obtained from such studies is predicted to ultimately help in elucidating the exact molecular mechanism(s) by which these IAPs inhibit caspases.

IAPs have also been implicated in the activation of anti-apoptotic nuclear factor κB (NF-κB). NF-κB is a transcription factor that is formed by the NF-κB/Rel protein family [18-20]. The members in this family include NF-κB1, NF-κB2, RelAp65, RelB, and c-Rel. All of these proteins contain a region of homology named Rel homology domain at their N terminus. The Rel homology domain is about 300 amino acids long and contains the DNA-binding and dimerization domains as well as the nuclear localization signal [18-20]. RelAp65, RelB, and c-Rel but not NF-κB1 or NF-κB2 also contain transactivation domains at their carboxyl terminal ends. These proteins are believed to form homo- and heterodimers. A possible exception is RelB, which only forms heterodimers with NF-κB1 or NF-κB2. The NF-κB transcription factor is generally referred to as the NF-κB/RelAp65 heterodimeric complex which, in its inactive state, exists in the cytoplasm in association with IκB proteins [18-20]. IκBs are inhibitory proteins and several different subunits have been identified, which include IκBα, IκBβ, IκBγ and IκBε [18-20]. Association of IκB to NF-κB/Rel complex masks the nuclear localization signal of NF-κB/Rel complex, which results in the accumulation of IκB/NF-κB/Rel complex in the cytoplasm [20].

IκB is phosphorylated, ubiquitinated, and degraded in response to NF-κB-activating signals [20, 21]. In the absence of IκB, the NF-κB dimers translocate into nucleus and transactivate their target genes. A number of anti-apoptotic genes including BclxL, A1/Bfl-1, MnSOD, A20, IEX-1L, XIAP, c-IAP, and c-IAP2 have been reported to be regulated by NF-κB [6, 20]. It is interesting that XIAP, c-IAP1, and c-IAP2 proteins have been shown to also activate NF-κB, which in turn further increases the expression of these genes and thereby forms a positive feedback loop [22, 23]. Thus, IAPs, in addition to inhibiting caspases, may also mediate the anti-apoptotic effects by activating NF-κB, which would further enhance not only the expression of IAPs but also other anti-apoptotic genes such as BclxL, A1/Bfl-1, MnSOD, A20, and IEX-1L.

There is evidence to suggest that IAPs may also mediate their anti-apoptotic effects by activation of the JNK pathway [24]. For example, XIAP has been shown to enhance pro-caspase 1 induced apoptosis. It has been speculated that XIAP might mediate such effects by its interaction with pro-caspase 1 activating protein CARDIAK/RIP-2 [5]. However, more studies are needed to explore this issue. Nevertheless, the IAPs have the demonstrated ability to mediate anti-apoptotic effects via multiple different mechanisms.
B. IAP Interactions with the Inhibitor Smac/DIABLO

Second mitochondria-derived activator of caspases (Smac) or its murine homolog direct IAP-binding protein with low PI (DIABLO) is a recently discovered protein that has been shown to mediate its apoptotic effects by binding to and neutralizing IAPs [25, 26]. Smac, itself a mitochondrial protein, is released into cytosol along with other mitochondrial proteins, which include cytochrome c and AIF (apoptosis-inducing factor) in response to apoptotic insults [25]. Smac exists in a proform and its amino-terminal sequence is believed to target Smac to the mitochondrial intermembrane space. The proform of Smac is processed into a mature form that binds to IAPs and neutralizes their ability to inhibit caspases [25].

With regard to IAPs and Smac interactions, XIAP has been more extensively studied. Evidence from structural studies suggests that Smac exists as a homodimer and binds to the BIR2 and BIR3 domains of XIAP [27]. In the case of XIAP, it is known that the BIR2 domain predominantly inhibits caspase 3 and 7 [28] while the BIR3 domain inhibits caspase 9 [29]. The mechanism of BIR3 domain-mediated caspase 9 inhibition involves BIR3 interactions with the small subunit of caspase 9 [15]. The BIR2 domain and the residues at the amino-terminal linker region promote interactions with caspase 3 and 7 [15]. Smac has been reported to interact with BIR2 and BIR3 domains of XIAP and thereby blocks XIAP-mediated inhibition of caspase 3/7 and caspase 9, respectively [15].

Evidence from structural studies suggests that the first four amino acids (Ala-Val-Pro-Ile) at the amino-terminal end of the mature Smac interact with the BIR3 domain of XIAP [15]. The tetrapeptide sequence at the amino-terminal end of Smac is critical because a single mutation involving Ala to Met has been reported to disrupt the interactions between Smac and XIAP [15 and references therein]. Smac interactions with the BIR3 domain are believed to displace the amino-terminal end of small subunit of caspase 9, which results in the release of activated enzyme from the IAP-caspase 9 complex. Once released, the active caspase 9 cleaves and activates caspase 3. Active caspase 3, in turn, cleaves the IAP binding site (15 amino-terminal residues) from the smaller subunit of caspase 9 [30]. Removal of the IAP binding site from active caspase 9 prevents XIAP from binding to and further inhibiting caspase 9. The fact that the cleaved IAP-binding residues remain bound to XIAP provides yet another level of control to further prevent XIAP from inhibiting active caspase 9 [15].

The structural interactions between BIR2 and Smac remain less well understood. It is believed that the Smac binding sites on BIR2 domain are different than those for caspase 3 and 7, and that steric hindrance prevents BIR2 domain from binding to caspase 3/7 and Smac at the same time [15].

C. IAPs as Targets for Cancer Therapy

Evidence suggests that various IAPs are not redundant but appear to exhibit distinct cell- and tissue-specific roles. For example, abrogation of XIAP but not c-IAP expression in human ovarian surface epithelial cells (hOSE) via an antisense mRNA approach has been shown to sensitize hOSE cells to cisplatin
[31]. Cisplatin also downregulates the expression of endogenous XIAP in cisplatin-sensitive but not resistant hOSE cells. Expression of exogenous XIAP in cisplatin-sensitive hOSE cells confers resistance to cisplatin-induced apoptosis [31]. These findings further implicate XIAP but not c-IAP in conferring sensitivity or resistance to chemotherapeutic drugs in hOSE cells. Cisplatin is a major chemotherapeutic agent for the treatment of hOSE; however, the development of drug resistance by hOSE cells hinders the successful use of this chemotherapeutic agent in the treatment of this malignancy. Identification of XIAP as an important determinant of cisplatin sensitivity/resistance in human ovarian cancer cells is an important finding. Further studies are needed to explore whether molecular targeting of XIAP would be a viable approach to develop novel anticancer agents against this malignancy.

ML-IAP (also known as Livin and KIAP) is a recently discovered human IAP. Expression of ML-IAP has been shown to inhibit apoptosis induced by chemotherapeutic agents or following death receptor activation [11]. ML-IAP is expressed at high levels in a majority of melanoma cell lines but not in primary melanocytes. The ML-IAP-expressing melanoma cells have been found to be more resistant to chemotherapeutic drug-induced apoptosis [11]. Although correlative, these results suggest that ML-IAP may play a role in pathogenesis of melanoma and thus could be a potentially important molecular target of cancer therapy for this malignancy.

Apollon is the largest human IAP discovered to date. It encodes a single BIR domain-containing protein of 530 kDa [12]. Apollon has been found to be expressed at high levels in human gliomas. Introduction of antisense oligonucleotides against Apollon in human glioma cells results in reduction of Apollon expression and concomitant acquisition of sensitivity to cisplatin and camptothecin-induced apoptosis [12]. Once again, these are correlative results, but they suggest that Apollon may play a role in pathogenesis and/or inherent anticancer drug resistance of human gliomas. Thus, targeting Apollon may be an important strategy to develop anticancer agents against this malignancy.

Survivin, the smallest IAP, has been found to be expressed at high levels in a wide variety of cancers compared with normal tissues [7, 8]. Survivin is expressed at high levels in fetal but not in adult tissues. Thus, constitutive overexpression of Survivin in various cancer tissues fits the onco-fetal pattern of expression [7, 8]. Survivin is a dual-function IAP that inhibits apoptosis and regulates cell division [7, 8]. The anti-apoptotic role of Survivin has been demonstrated in both in vitro and in vivo studies. In vitro data from a number of studies suggest that exogenous Survivin can inhibit apoptosis induced by a variety of insults [7, 8]. To study whether in vivo expression of Survivin would also inhibit apoptosis, investigators used the keratin 14 (K14) gene promoter to express Survivin in epidermal keratinocytes of a transgenic mouse [32]. The keratinocytes of K14-Survivin mice displayed significant resistant to UVB radiation-induced apoptosis. These findings thus demonstrate that the expression of exogenous Survivin can also inhibit apoptosis in vivo [32]. Because many tumors also overexpress Survivin, it is therefore likely that high levels of Survivin may mediate tumorigenic effects by suppressing apoptosis.

Although it has been proposed that Survivin inhibits caspase 3 and 9, direct evidence as to how Survivin inhibits these caspases is still absent. It has
been proposed that Survivin may indirectly inhibit caspases perhaps via intermediate proteins promoting the formation of a larger complex [7]. Recent evidence suggests that Survivin appears to bind Smac [7, 8, 25]. It is, therefore, possible that Survivin may inhibit caspases indirectly by blocking Smac's ability to inhibit other IAPs, and in so doing it may promote caspase inhibition induced by other IAPs [7].

Survivin is believed to be important for cell division because defects in Survivin have been linked to aberrant mitosis involving improper chromosomal segregation [7, 8]. Consistent with this notion, Survivin has been found to be associated with microtubules and mitotic spindle apparatus. Targeted deletion of Survivin gives rise to embryonic lethality by E4.5 due to aberrant mitosis [33]. Thus, Survivin is believed to be required for normal cell division and its overexpression in cancer cells may affect the normal cell cycle controls. It is, therefore, believed that abnormal cell cycle controls due to abnormally high levels of Survivin may also account for its anti-apoptotic effects [7].

Evidence suggests that Survivin is normally phosphorylated on Thr34 by Cdc2 kinase [34]. Cdc2 is active during the G2/M phase of the cell cycle. Mutant forms of Survivin carrying Ala34 instead of Thr34 have been shown to exhibit dominant-negative behavior and were found to inhibit the phosphorylation of endogenous Survivin that was coupled with induction of apoptosis [8]. Expression of dominant-negative Survivin is reported to also associate with pro-caspase 9 depletion and apoptosis induction. Mutant Survivin T34A-induced apoptosis is inhibited by dominant-negative caspase 9, which suggests that this mutant form of Survivin activates the mitochondrial pathway of apoptosis [8]. These results are consistent with the finding that Survivin appears to block Smac (a mitochondrial protein) and consequently suppresses Smac's ability to inhibit other IAPs such as XIAP.

Whether small peptides corresponding to the amino terminus of Smac can be used to block Survivin and Smac interactions remains to be elucidated. Information obtained from structural studies has yet to shed light on the possibility of rational drug design to target Survivin. The use of antisense methodology to target Survivin in cultured cancer cells has provided promising results with regard to affecting cell division and inducing apoptosis [33, 36]. Anti-tumor activity of T34A mutant Survivin has been demonstrated in animal models and the use of such mutants in cancer gene therapy may yield promising results [37, 38]. In view of the fact that Cdc2 kinase phosphorylates Survivin, kinase-inhibitor drugs such as falvopiridol could be tested to explore their effects in abrogating Survivin phosphorylation and thus its ability to suppress apoptosis [7, 8]. Because Survivin interacts with microtubules, antimicrotubule agents can also be tested to investigate whether Survivin's interactions with microtubules could be abrogated [7].

II. CONCLUDING REMARKS

In general, the ideal targets in molecular targeted therapy are those molecules that (1) exhibit selective expression by cancer cells and (2) are required for viability and proliferation of cancer cells. The identification of IAPs has been
an important discovery in the field of cancer biology and therapy. Although further in-depth studies would be needed to explore the exact role of IAPs in carcinogenesis, available evidence suggests that the various IAPs may be important for the viability or proliferation of some tumor types. This feature, coupled with the fact that some IAPs also exhibit selective expression in cancer but not in normal cells, would suggest that the IAPs are attractive molecular targets in the development of novel anticancer agents. In this regard small peptides corresponding to the amino terminal end of Smac have been reported to relieve the XIAP-mediated inhibition of caspase 9 [15]. It has been proposed that such peptides can be used to activate caspases and to induce apoptosis [15]. Thus, the utility of small peptides corresponding to the NH2 terminal region of Smac either alone or in combination with other chemotherapeutic drugs is predicated to be a novel therapeutic strategy, particularly in IAP overexpressing tumors.
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I. INTRODUCTION

The recent revolution in genomics and programs such as the Human Genome Project and the Cancer Genome Anatomy Project (CGAP) has resulted in a marked explosion in the identification of cancer-associated genes/proteins, many of which may represent viable targets for therapeutic intervention [1]. Furthermore, the advances in generating very large numbers of molecules through combinatorial chemistry means that the efficient and effective validation of targets and preclinical testing of novel anticancer agents has become pivotal within the drug discovery process. Herein, there appears to lie a fundamental balance in the requirement to develop higher and higher throughput assays for testing but, in parallel, a need to ensure that the results are predictive.
of clinical utility. In the 50 years since the beginnings of cancer chemotherapy, the past paradigm of empirical-based screening of often randomly selected molecules against rapidly growing mouse leukemia cell lines has shifted. Today rational strategies are employed, often using “designer” molecules, molecularly defined testing models, and with an increased emphasis on drug pharmacokinetics (PK) and pharmacodynamics (PD). However, as always, a central theme that should not be forgotten is the requirement to progress “drug-like” molecules (i.e., those which possess good pharmaceutical properties) combined with the demonstration of a therapeutic index (i.e., selectivity for tumors over normal tissues) [2]. One consequence of targeting cancer-associated genes/proteins/pathways is that the resulting agents may be primarily cytostatic rather than cytotoxic, thus slowing tumor growth rather than leading to shrinkage. This may require a re-evaluation of the in vivo models developed and validated using cytotoxic drugs when testing such agents.

This chapter focuses on contemporary approaches to the preclinical testing of anticancer molecules. It describes a “generic” test cascade that has been adopted within the CRC Centre for Cancer Therapeutics, which encompasses both target validation and testing for activity in cell-free systems, against cell lines in vitro, and appropriate mouse models in vivo. Throughout, key points are illustrated by our studies using small molecules targeted against currently promising anticancer targets. These include R115777, a farnesyl protein transferase inhibitor [3]; 17-allylamino-geldanamycin (17AAG), an inhibitor of heat shock protein 90, the inhibition of which results in interference with a variety of cell signalling pathways) [4]; the cyclin dependent kinase (cdk) inhibitor roscovitine [5]; and BRACO-19 directed at telomeres/telomerase [6]. Screening strategies developed at the National Cancer Institute (NCI) are also discussed.

II. TARGET VALIDATION

Modern anticancer drug discovery is an extremely expensive and time-consuming process. Typically, from concept to the completion of phase III clinical trials and gaining regulatory approval requires in excess of 10 years and approximately 500 million dollars. Thus, at the outset before embarking on a drug-testing program, it is essential to ask and determine the answer to the question: Is the particular chosen target validated within a cancer therapeutic context? Factors to be considered include the elucidation of the function of the target gene/protein, the frequency of deregulation in cancer and whether this is linked to disease progression or prognosis, and expression in normal tissues. In recent years new possible targets have arisen from the identification of key proteins and associated pathways involved in oncogenesis or the cancer phenotype (e.g., Ras, Myc, p53, pRb, p16, HER1, HER2, Bcr-Abl, Bcl-2, PTEN, PI3K, VEGF, hTERT, etc.) [7]. However, it is generally not clear at which point in a pathway it may be best to intervene, whether cross-talk between pathways or redundancy in signaling exists or whether severe normal tissue toxicity/lack of therapeutic index may result. Another important factor concerns the relative ease by which the chosen target may be modulated.
For example, medicine is full of examples of small molecule inhibitors of enzymes, such as agonists or antagonists of receptors. In contrast, the development of drugs targeting protein-protein interactions, conformational changes in proteins, or specific sequences of genes have proven much more challenging.

One of the major components of target validation uses genetic-based studies involving creation of the malignant phenotype by mutation or a change in expression of the target gene/protein. The opposite approach is also extremely useful. Examples include the generation of knock-out mice (where the gene encoding the target of interest is deleted), the use of antisense methodologies (antisense expression vectors, application of oligonucleotides, peptide nucleic acids, ribozymes and modified RNA molecules), transfection of appropriate cells with dominant-negative forms of the target protein, the microinjection of antibodies, and the administration of inhibitory peptides. Taking telomerase as an example, such studies have proven valuable in assessing the validity of this enzyme as a cancer drug target.

Telomerase, the enzyme responsible for maintaining telomeres by the addition of TTAGGG hexanucleotide repeats, has been shown to be over-expressed in 85–90% of human tumors, while expression in normal cells is restricted to stem cells and germ cells (see reference 8 for a review). Hence, in terms of this strong association with the malignant phenotype, telomerase appears to represent a validated cancer drug target. Furthermore, a link with tumorigenesis has been established in experiments where normal human fibroblasts were transformed into fully immortalized tumor cells by the genetic addition of ras, simian virus 40 large T oncoprotein, and hTERT [9]. Nevertheless, a particular concern within a drug discovery context is that it might take a very long time for telomeres to erode upon inhibition of telomerase and for cell senescence or death to result. However, experiments with both antisense molecules directed at the RNA (hTR) component of telomerase and dominant-negative constructs of the telomerase catalytic protein (hTERT) show, that in tumors possessing relatively short telomeres, cell death may occur within 1–2 weeks in vitro [10, 11].

### III. A GENERIC CASCADE FOR ANTICANCER DRUG DISCOVERY

Having validated the chosen target, the modern paradigm for anticancer drug discovery comprises a series of carefully constructed steps that are designed to rapidly and efficiently allow “proof of principle” pharmaceutically tractable molecules to be tested in phase I and II clinical trials. Such a cascade (Figure 9.1) may be envisaged as a large number of molecules feeding into a series of iterative stop/go tests of increasing biological complexity. The compounds may be rationally designed on the basis of structural information of the target (e.g., X-ray crystallography), a compound collection that comprises molecules of diverse structure and drug-like qualities, natural product or libraries of compounds generated using combinatorial chemistry. In broad terms, the test cascade comprises three parts. First, compounds with the desired activity against the target are identified in high-throughput screens
FIGURE 9.1 A generic test cascade.

(biochemical- or cell-based). Secondly, it is necessary to show inhibition of proliferation or anticancer effect against appropriate cancer cell lines by the desired mechanism, and finally anti-tumor activity in vivo at non-toxic doses to the host and with activity by the desired mechanism should be demonstrated. For each target evaluated, the test cascade may be customized to provide a “best-fit” with the individual target. At each step there should be feedback to allow for appropriate chemical refinement (e.g., increase potency against the target, improve oral bioavailability, decrease metabolism/improve pharmacokinetic properties, etc.). Such cascades can now be set up and run effectively in academic and small biotechnology establishments [12]. An important feature is the requirement for efficient communication between
Individuals from multiple disciplines: chemists, molecular and cell biologists, pharmacologists, pharmaceutical scientists, and medical oncologists. Today, phase I trials should involve the study of a pharmaceutically tractable drug with appropriate PK and PD assays already established and validated in the preclinical laboratory [13].

Another useful strategy is to establish an aspirational drug target profile as an adjunct to each cascade. For example, potency against the target enzyme in cell-free assays of less than 10 nM (with >10-fold selectively relative to other similar enzymes), activity in appropriate cell lines at concentrations of less than 1 µM, and anti-tumor efficacy in vivo in mice at doses of less than 50–100 mg/kg. Potency is an important issue, because if a dose of 100 mg/kg was found to be optimal in the mouse, at least 100 g of material would be required for formulation, toxicology, and phase I trial. An example generated for the development of G-quadruplex interactive telomerase inhibitors is shown in Figure 9.2.

**IV. HIGH-THROUGHPUT CELL-FREE SCREENS FOR ACTIVITY AGAINST THE TARGET**

Once a target has been identified and validated, compounds with the desired activity may be rapidly assessed in primary screens using high-throughput approaches [14]. Miniaturization of assays using microtiter plates (96, 384, or higher density formats) and automated assay procedures allow the possibility of screening many thousands of compounds on a daily basis. For cell-free screens, non-separation “mix and measure” assay technologies have been
widely used for primary screening. These assay systems include scintillation proximity assays (e.g., SPA, Amersham Pharmacia and FlashPlates, PerkinElmer Life Sciences), fluorescent energy transfer assays (e.g., HTRF, Packard and LANCE, PerkinElmer Life Sciences) and chemiluminescent assays (e.g., AlphaScreen, Packard). For biochemical screens there is a requirement for relatively large quantities of active target enzyme or proteins and these are often produced by recombinant methods using a cDNA construct in *Escherichia coli*, yeast, or baculovirus infected *Spodoptera frugiperda* (Sf9) insect cells. High-throughput screens normally run at a predetermined concentration; usually 1–40 µM can be used to screen an organization's whole portfolio of tens of thousands or even millions of compounds in a matter of weeks to identify initial hits. The subsequent synthesis of lead explosion libraries then allows for structure-activity relationship (SAR) information on the target to be obtained. Typically, additional screening is carried out against other non-target but closely related enzymes, e.g., other tyrosine kinases as in the development of the bcr-abl inhibitor, STI571 [15]. Cell-based assays are also increasingly used in high-throughput screens (see below).

**V. IN VITRO CELL LINE MODELS**

Since the mid-1980s, panels of human cancer cell lines grown *in vitro* have represented the workhorse of cancer drug screening. This is largely accounted for by the empirical-based approach adopted at this time by the NCI. The NCI abandoned its use of screens involving rapidly growing mouse leukemia lines *in vivo* for a panel of 60 human tumor cell lines derived from 9 tumor types [16]. A particularly useful facilitator was the establishment of semi-automated, 96-well microtiter-plate based methods such as the microculture tetrazolium (MTT) [17] and sulforhodamine B (SRB) [18] for the rapid testing of compounds. Today, screening data for more than 30,000 compounds are available on the NCI Developmental Therapeutics Program (DTP) Web site (http://dtp.nci.nih.gov). It was hypothesized that potency within particular tumor types in the 60-cell-line screen might predict corresponding clinical activity in that tumor. The development of some drugs currently in clinical trial such as flavopiridol and UCN-01 has been assisted by evaluation through the 60-cell-line panel. However, this disease-oriented approach has not been entirely successful, especially with its use for molecularly targeted drugs where some agents could be missed. Recently, the program was modified to incorporate an *in vitro* cell line prescreen of only three cell lines (MCF-7 breast, NCI H460 non-small cell lung, and SF268 CNS), since it was found that such a prescreen could eliminate completely inactive compounds at a considerable saving in resources. [19]. Thereby only compounds showing activity in at least one of these three cell lines are forwarded to the full 60-cell-line panel.

Through the incorporation of bioinformatics, the NCI 60-cell-line panel provides a powerful resource for cancer drug screening. For each test compound, a growth inhibition "fingerprint" is produced. Thereafter, algorithms
such as COMPARE developed by Dr Ken Paull and “cluster” analyses provide a means of determining whether a new agent of interest (that may possess an unknown mechanism of action) induces a pattern of growth inhibition similar or dissimilar (that is COMPARE-negative) to that of known anticancer agents [20]. Moreover, the addition of molecular profiling information from the cell line panel (e.g., enzyme or gene expression patterns; http://dtp.nci.nih.gov/mtargets/mt_index.htm) [21, 22] allows for the possibility of assigning a molecular target to a compound of hitherto unknown mechanism of action.

Further important information from specific, molecularly characterized cell lines may be attained through the incorporation of acquired drug-resistant or isogenic sublines into the test cascade. For example, we established a test cascade specifically to discover novel platinum-based drugs using a panel of human ovarian carcinoma cell lines (and companion xenografts) that possessed acquired resistance to cisplatin through defined biochemical mechanisms [23]. These cell lines were pivotal to the discovery of the sterically hindered platinum drug ZD0473 (formerly JM473, AMD473). ZD0473 was designed to circumvent acquired resistance to cisplatin due to increased inactivation by intracellular thiol-containing molecules such as glutathione, and is now undergoing phase III trials [24, 25].

Additionally, the incorporation, through gene transfection, of isogenic pairs of cell lines that differ only in the gene/protein target of interest may be particularly useful in determining whether an agent is exerting an effect in cells through the desired mechanism. For example, an isogenic human colon tumor model is currently being utilized for NQO1 gene expression to seek prodrugs that may be selectively activated by the enzyme DT-diaphorase [26].

The use of cell-based ELISAs and appropriate cell lines may also provide a early and rapid pharmacodynamic assessment and thereby confirm that any observed anticancer effect in cells is occurring through the predicted and desired mechanism. Recently such an approach was described, which monitors the extent of phosphorylation of ERK1/2 versus total ERK1/2 expression in two human colon cancer cell lines exposed to the Hsp90 inhibitor, 17AAG [27].

As mentioned above, whole cells may also be used in high-throughput screens. Typically these might be reporter gene assays, e.g., luciferase activity as a readout and immunological or morphological assays using genetically modified cell lines. Cell-based screens have the advantage that they identify compounds that are taken up into cells. They may also identify hits for more than one target on pathways affecting the readout. Deconvolution of the assay so that the molecular target of each hit can be identified is an essential component of such cell-based screens. For example, the Mek inhibitor UO126 was identified using a COS-7 cell-based luciferase reporter assay for inhibitors of AP-1 transactivation [28].

A final important piece of information that may be easily obtained using cell lines in vitro, and which may guide subsequent dosing schedules in vivo, is a study of time of exposure versus anticancer effect. For example, with the aminopurine-based cdk inhibitor, roscovitine, it was shown that maximum growth inhibition of a human ovarian carcinoma cell line occurred after 16 hours of drug exposure (equivalent to approximately one cell cycle time)
This indicated that prolonged plasma levels would be required *in vivo* in order to achieve an anti-tumor effect.

**VI. IN VIVO TESTING OF NOVEL COMPOUNDS**

The divide between obtaining *in vitro* cytotoxic or cytostatic activity against appropriate cell lines and conferring anti-tumor activity *in vivo*, often remains the rate-limiting step in the anticancer drug discovery process. This is often attributable to poor compound PK absorption, distribution, metabolism, and excretion (ADME). In my view, from both a scientific and animal ethical standpoint, the number of anti-tumor studies conducted in mice bearing tumors should be limited only to those molecules that have successfully overcome both the above hurdles in the cascade and possess good PK properties. The random screening of molecules, especially using intraperitoneal drug administration to intraperitoneally implanted tumors, a feature of cancer drug screening prevalent in the past, is no longer acceptable. Issues of animal welfare and ethics within cancer research have recently been considered within the United Kingdom and published as a set of guidelines [30]. Therefore, a pharmacological approach should be applied whereby only molecules where plasma (or tumor) drug levels known to be required for activity against the target *in vitro* should be tested. One should also be prepared to have to compromise on potency against the target in favor of selecting an analog possessing superior PK properties.

Such a “pharmacologically guided” model has been established for some years within the European Organisation for Research and Treatment of Cancer (EORTC) for the testing of COMPARE-negative (see above) molecules arising from Europe and evaluated in the empirical NCI 60-cell-line panel [31, 32]. Herein, selected COMPARE-negative compounds are progressed for preformulation, assay development, maximum-tolerated dose (MTD), and PK studies in mice prior to beginning any anti-tumor efficacy studies. Xenograft studies, and companion mechanisms of action and PD studies, are only conducted for compounds where plasma concentrations approaching those known to be required for achieving an IC50 in the NCI cell screen are obtained. The NCI has recently adopted a similar approach with emphasis on PK, mechanism of action and PD post testing in the 60-cell-line screen, and prior to *in vivo* anti-tumor xenograft studies [19].

**VII. CASSETTE-DOSING**

A particularly useful adjunct to the pharmacologically guided approach advocated above is the development and validation of cassette- or cocktail-dosing. This allows the rapid accrual of PK information by the simultaneous administration of compound analogs to mice and measuring the different compounds in the same plasma sample by liquid chromatography mass spectrometry (LC-MS/MS). This approach has been successfully used to show that the cdk inhibitor roscovitine possesses better PK properties than either the closely
chemically related olomoucine or bohemine [33]. Although one needs to validate the approach for each compound class (by comparing PK parameters when used singly or in combination) when applicable, cassette-dosing also offers another considerable advantage in using significantly fewer animals than conventional methods.

VIII. PHARMACEUTICAL CONSIDERATIONS

Having firmly established that the lead molecule possesses potent activity against the target in cell-free assays and within appropriate tumor cell lines, it is also very important to maintain a “pharmaceutical perspective” and consider at this point whether a clinically acceptable formulation of the molecule is attainable. Too many mice have been used in the past with drugs given as coarse suspensions in DMSO or detergents (e.g., Tweens), vehicles which may not be usable in man. Considerable advances in the development of biocompatible formulations for poorly water-soluble drugs have been developed in recent years (e.g., using betacyclodextrin-based systems). However, developing a vehicle is still largely empirical. For particular targets where chronic administration to patients is the likely clinical scenario based on the understanding of the target, an early evaluation of oral bioavailability may also be appropriate. This may initially be achieved using artificial permeable membranes, *in vitro* cell-line systems such as the colon cancer cell line CaCo2, or directly in rodents by determining pharmacokinetics following oral versus intravenous administration of the same dose.

IX. HIGH-THROUGHPUT *IN VIVO* ANTI-TUMOR TESTING: THE HOLLOW FIBER ASSAY

The NCI has also been instrumental in the development of a hybrid *in vitro/in vivo* assay whereby particular cell lines from the 60-cell-line panel may be grown and compounds rapidly tested *in vivo* using the hollow fiber assay [34, 35]. This assay, together with increased emphasis on PK- and PD-based molecular targeted approaches as described above, has resulted in a decreased emphasis on the use of human tumor xenografts (see below). In the hollow fiber assay, tumor cells are placed aseptically into polyvinylidene fluoride (PVDF) biocompatible hollow fibers and their ends heat-sealed at 2-cm lengths. After incubation of 1–2 days *in vitro*, fibers are then implanted into mice in two anatomically separate sites, intraperitoneally (ip) and subcutaneously (sc). The mice are then dosed ip with the test compound at two dose levels for up to 4 days. Two days later fibers are then removed and the numbers of remaining viable cells compared in treated versus control groups using the MTT assay *ex vivo*. A total of 12 cell lines is used (two each of breast, ovarian, glioma, colon, melanoma, and non-small cell lung cancer), and an overall score generated for each test compound (2 points for each fiber where a 50% or greater reduction in cell growth in comparison to vehicle controls is observed).

Although the assay is rapid (results obtained within a week), there are limitations and the assay may not be applicable to the evaluation of all novel
types of agents (e.g., those affecting invasion). The use of ip implanted fibers and ip administered agents may not adequately test the PK properties of the test substance. Furthermore, it has also been shown that within the short time that fibers are implanted sc in mice, there is insufficient time for angiogenesis to the fibers to occur, thereby potentially limiting drug delivery to the cells within these fibers [36].

X. HUMAN TUMOR XENOGRAFTS

For many years, sc implanted human tumor xenografts in immunodeficient nude or SCID mice have played an important role in the cancer drug discovery process, especially at the NCI [37]. Typically, tumors are allowed to reach a diameter of around 6–8 mm prior to administering a compound (so-called advanced stage) and then effects are analyzed in control versus treated groups using caliper measurements. Xenografts are generally slower growing than previously used rodent models (such as L1210 and P388 leukemia and B16 melanoma), and because the target cells for drugs are human rather than mouse (even though the supporting stroma and blood supply is murine), they have widely been believed to represent a more dependable model of human disease and to be a reasonable predictor of clinical utility. For example, in our platinum drug development program, a good correlation was shown between the sensitivity of a panel of human ovarian carcinoma cell lines to cisplatin, their response as in vivo xenograft counterparts, and the response of the corresponding patient's tumor to platinum-based chemotherapy [23]. In addition, the drug-testing group at the University of Freiburg, Germany, has shown a good correlation between drug response in patients and for the same drugs when used in mice bearing xenografts [38].

An important recent analysis correlating clinical anticancer activity and preclinical responses including in human tumor xenografts has been undertaken by the NCI [39]. For 39 compounds where both xenograft and phase II data were available, activity in at least one-third of tested xenografts predicted for activity in at least some phase II trials. These data suggest that, at least for existing cytotoxic anticancer drugs, the sc xenograft model is of some predictive value. However, activity within a particular histological type of xenograft generally did not predict clinical activity in the same tumor. Interestingly, increased activity in the hollow fiber assay (especially with ip implanted fibers) also predicted increased xenograft activity (8% of all compounds tested were active in at least one-third of xenografts whereas this increased to 20% for compounds exhibiting a response in more than six ip fibers) [39]. There was also a strong correlation between potency in the 60-cell-line screen and activity in the hollow fiber assay. Although 56% of compounds with a mean 50% growth inhibition of below 0.032 μM were active in at least 6 ip fibers, only 4% of compounds with a potency of 100 μM were active to the same level.

Typical xenograft dose response curves for mice bearing an sc breast cancer tumor and treated with the FTI R115777 are shown in Figure 9.3A. A point of note in contrast to responses traditionally observed to cytotoxics (e.g., cisplatin, paclitaxel (Figure 9.3B) is that the signal transduction
inhibitor induced a slowing (cytostatic) effect on tumor growth rather a cytotoxic, tumor shrinkage effect. In addition, as with R115777, chronic (daily) rather than intermittent (e.g., weekly) dosing was required. Again, as emphasized above, a knowledge of both compound mechanism of action (molecular target) and PK is essential to guide xenograft experiments and to help predict what effect the compound under test might be expected to induce. Moreover, models should be selected on the basis of molecular characterization in terms of the selected target or pathway.

While the sc xenograft model is and will continue to be an important component of the test cascade, the approach does possess limitations. These include expense and foremost the fact that they generally grow relatively rapidly and do not (unlike the disease in man) metastasize. Furthermore, to date, xenografts have generally been used without characterization at the molecular level for the particular target being addressed.

XI. ORTHOTOPIC, TRANSGENIC, AND OTHER ANIMAL MODELS

The accepted limitations of the sc ectopic xenograft model for drug testing has prompted some to advocate the use of complementary tumors grown in their natural site (orthotopically) [40]. Using surgical orthotopic implantation (SOI), tumor models have been described for colon, prostate, lung, renal, bladder, and ovarian cancer and may be of particular value in studying compounds affecting metastasis and invasion (e.g., metalloproteinase inhibitors) and agents that modulate the tumor microenvironment [41]. A potentially useful recent development is the use of human and rodent tumors that stably express very high levels of the green fluorescent protein from the jellyfish, *Aequorea victoria*, thereby allowing the non-invasive, real-time whole body optical imaging of metastasis and angiogenesis [42].
In addition, transgenics (onco-mice), which spontaneously give rise to breast (e.g., ras oncogene transgenics), head and neck, or prostate cancer, and knock-out models, have also been used in drug discovery cascades for either target validation or therapy. For example, ras oncogene transgenics were used in proof of concept studies of ras farnesyltransferase inhibitors [43]. Such models that produce metastases and tumors, which are generally non-immunogenic but arise in immunocompetent mice, may also be especially applicable to the study of cancer prevention [44]. However, as with orthotopic models, these are relatively labor intensive and expensive, often requiring a long time for tumor development and large numbers of animals, in comparison to ectopic xenografts. Also there may be issues concerning the timing of potential therapies and whether the transgene products are relevant to human malignancy (e.g., knock-outs carry the targeted gene in every cell type). As used by the drug-testing group in Bradford, UK, it also remains valid to use syngeneic sc mouse tumor models such as the MAC colon adenocarcinoma series following calibration and target characterization [2]. Finally, orthotopic syngeneic tumors grown in immunocompetent mice are useful for the evaluation of agents that activate cells of the immune system and/or modulate tumor-host interactions.

XII. PHARMACODYNAMICS

As alluded to above, increased emphasis should be placed upon PD readouts, both in preclinical testing and in association with early clinical trials. As in studies of 17AAG and the farnesyl protein transferase inhibitor R115777, PD determinations using xenograft tumors in mice have proven particularly useful in guiding subsequent clinical trials. For example, it was shown that the detection of an increase heat shock protein 70 may represent a good PD marker of response in mice or patients receiving 17AAG [45]. In addition, for molecules like 17AAG that possess the potential to disrupt multiple signal transduction pathways, microarray gene expression analyses may also be useful in elucidating mechanisms of action and for identifying potential PD markers of response [46]. Another promising development, complementary to genomic approaches, is based on proteomics where large numbers of proteins may be studied simultaneously [47]. Studies with R115777 and mice bearing MCF-7 breast cancer xenografts showed that the detection of prelamin A may provide a suitable PD marker of response (Figure 9.3C) [3]. Finally, studies with the cdk inhibitor roscovitine have shown a correlation between growth inhibition of KM12 colon cancer xenografts and loss of tumor and peripheral blood lymphocyte RB phosphorylation (at serines 608 and 780) [5]. These findings are now exploited in phase I studies with roscovitine. Already in the clinic, studies with STI571 have shown a decrease in the phosphorylation of the BCR-ABL substrate CRKL in blood samples taken from patients with chronic myeloid leukemia receiving 400 mg of drug [15]. There is also considerable interest in the development of non-invasive methods for monitoring both drug PK and PD using techniques such as positron emission tomography (PET), and magnetic resonance spectroscopy (MRS) and imaging (MRI) [48].
XIII. SUMMARY

The preclinical anticancer drug discovery process has undergone a revolution in the past 10 years. Target validation is an essential component prior to initiating a drug discovery program. The amalgamation of combinatorial chemistry and robotic high-throughput screens allows for the rapid identification of “hits,” which can then be converted into leads and further optimized by medicinal chemistry. There is an increased emphasis on pharmacokinetics and pharmacodynamics throughout the process. The use of mice in in vivo antitumor studies should be restricted to molecules possessing good pharmaceutical properties where plasma levels above those known to be required for in vitro anticancer effects are achievable. For some types of compounds, testing using orthotopically grown tumor models rather than sc xenografts may be more appropriate.

This more pharmacological-based approach combined with techniques to increase throughput (robotic cell-free assays, high-throughput whole cell growth inhibition and ELISA-based PD methods, cassette-dosing, hollow fiber assay) should result in the more rapid progression of carefully selected molecules for proof of principle phase I trials. The introduction of rodent-only toxicology as used successfully for many years by the Cancer Research Campaign in the UK [49] also results in a more rapid introduction of new molecules to phase I. By the time phase I trials begin, adequately sensitive and validated assays for determining drug pharmacokinetics and pharmacodynamics should be in place to allow the possibility of dosing to a biological mechanism-based PD end point rather than to the traditional dose-limiting toxicity end point used previously for cancer cytotoxics.
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I. INTRODUCTION

Traditional anticancer drug development has focused on testing large numbers of chemicals on rapidly growing transplantable rodent tumors, and more recently, human tumor xenografts. This approach identified DNA-directed drugs, which have been considerably toxic and have limited efficacy. In recent years, advances in genetics and tumor biology have elucidated the molecular pathways implicated in the pathogenesis and progression of cancers and resulted in the discovery of a variety of novel molecular targets for therapeutic intervention. These targets are components of signal transduction pathways, cell cycle regulation, apoptosis, angiogenesis, and the tumor stroma. Because a number of current anticancer compounds have been designed to selectively inhibit these targets, there is considerable interest in assessing their cellular and subcellular effects in the clinical setting. Conceptually, assays of drug action in vivo can serve two purposes. In early clinical trials, these assays can determine whether the drug target has been inhibited at drug concentrations that are
achievable in the clinical setting. In later clinical trials, these assays could potentially provide an early marker of drug efficacy if a strong correlation between assay results and clinical outcome can be established. More important, assays could improve the efficacy of a given compound by selecting the patient population that is likely to respond to therapy. This chapter will discuss conceptual and technical issues involved in the incorporation of biomarker evaluation in phase I and II clinical trials of targeted anticancer agents. The focus will be on biochemical markers. The reader is referred to Chapter 13 for a discussion of imaging modalities in the determination of drug effects in vivo.

II. WHAT ARE TARGETED AGENTS?

As discussed in the introductory section, a number of novel agents have been developed to selectively target aberrant molecular pathways in cancer cells. Because of this selective targeting, these agents tend to be less toxic when compared to standard cytotoxic chemotherapy agents. In addition, their toxicity profile tends to be different from that of cytotoxic agents. Thus alopecia is not seen, and myelosuppression, mucositis, and severe nausea and vomiting are uncommon. These agents have been referred to by multiple terms: "targeted agents," "novel agents," and "molecularly-targeted agents." All of these terms have created some confusion. A number of novel agents, including cytotoxic agents such as oxaliplatin, have been introduced into the clinic. There are interesting standard cytotoxic agents such as pemetrexed (Alimta), whose molecular targets are known, and thus can be called targeted agents. Regardless of which term is used, it is important to establish criteria to be met for agents to be considered targeted, and by implication, intrinsically different from cytotoxic agents. Targeted agents of interest, which could potentially be successful in the clinic, should be directed against a target that is biologically relevant to human cancer. The target must have a causal, rather than a simply correlative role in cancer development. Specifically, if the target is an antigen for immunotherapy, it must be expressed only on cancer cells and not on any normal cells. If it is an enzyme or protein, it must be present in cancer cells but not normal cells, and its continued normal functioning must be essential to the continued survival of the cancer cells. The presence of the target must correlate with clinical benefit when the drug is employed — blocking the target should impair tumor growth. Tumors that are devoid of a target should not respond to agents directly solely against that target. If an agent meets these criteria, designing valid in vivo correlative studies should be relatively simple.

III. SURROGATE MARKERS OR BIOMARKERS?

The terms "surrogate markers" and "biomarkers" have been sometimes used interchangeably, but may not have the same meaning. A recently organized workshop by the U. S. National Institutes of Health in Bethesda, MD, defined a biomarker (also called biological marker) as "a characteristic that is objectively measured and evaluated as an indicator of biologic processes, pathogenetic
processes, or pharmacologic responses to therapeutic intervention” [1]. The term surrogate marker should probably be reserved for a marker that may be an accurate measure of drug effect, but may not directly measure the drug target. Thus, if one utilizes an inhibitor of the epidermal growth factor receptor tyrosine kinase in a clinical study and evaluates the induction of a non-specific effect such as apoptosis in tumor samples, this will be the utilization of a surrogate marker [1]. In general the term “surrogate marker” can be imprecise, creates confusion, and should probably not be used.

A biomarker is generally accepted as a measure of drug effect on its target. Thus, the evaluation of the inhibition of ERK phosphorylation after utilization of a MEK inhibitor represents the use of a biomarker [2]. A biomarker can, of course, be evaluated in surrogate tissue such as skin, lymphocytes, or buccal mucosa cells [3–5].

In addition, a surrogate end point could be defined as a biomarker response intended to substitute for a clinical end point, where a clinical end point is a characteristic or variable that reflects how a patient feels or functions, the extent of tumor shrinkage, or how long a patient survives [1].

A. Why are Surrogate End-Points Needed?

If surrogate endpoints might only measure drug effects but may not measure the drug target, why are they needed? There are several reasons why a surrogate end-point may be of considerable importance. The most important reason is the drug target may not be known with any certainty at the time the agent is introduced into the clinic. For example, there may be drugs with ubiquitous targets such as proteasome inhibitors [6], where the basis of cytotoxicity may not be known. In such circumstances, evaluation of a non-specific marker of drug effect such as inhibition of proliferation or induction of apoptosis may be very useful. Second, as a pharmacodynamic marker, a surrogate end-point may help to reliably establish a dosing schedule in phase I studies. If an \textit{in vivo} effect persists for up to 24 hours after a single dose, investigators will be much more comfortable with administering the agent once daily, rather than relying on traditional pharmacokinetic measures to pick a schedule. Thirdly, as mentioned above, surrogate endpoints can provide proof of \textit{in vivo} effects that complement traditional pharmacokinetic studies.

B. The Ideal Biomarker

If biomarkers are used, there are clearly properties that would make such markers ideal for use in conjunction with clinical trials. First, as is the case of any measures of biologic activity, the ideal bio marker should be sensitive and specific. Second, the marker should be present in easily accessible tissue in order to make it simple for patients to consent to sample collection. The commonly accessible tissues that have been utilized in current clinical trials are peripheral blood mononuclear cells (PBMCs), skin biopsies, and buccal mucosa cells [4, 7, 8]. Third, assays for the bio marker should be simple and adaptable to clinical use. In this regard, even though immunohistochemistry has been assailed as a very subjective and unreliable method for biomarker studies,
it remains a simple, widely available method that can be utilized in virtually all hospitals world-wide. This explains, in part, why the measurement of estrogen and progesterone receptor status in breast cancer evolved from quantitative measures of protein content to an immunohistochemistry method. Finally, results in surrogate tissue of an ideal biomarker should correlate with results in tumor tissue, thus obviating the need of invasive tumor biopsies to document drug effects. Unfortunately, no such biomarker exists at present.

IV. BIOMARKERS AS INDICATORS OF DRUG EFFECT IN VIVO

When biomarkers are evaluated in surrogate tissues, this use represents the utilization of the marker as a pharmacodynamic marker. In this instance, one can categorically state that the drug is inhibiting its target in human tissues in vivo. In first-in-man phase I studies, this represents an important proof-of-principle (see Chapter 11). These studies are important in the phase I setting, because they provide information that complements traditional pharmacokinetic data. It is important to show that steady-state drug levels are consistent with the drug concentrations needed to inhibit the target enzyme in vitro, but it is much more compelling to show that the target is inhibited in patient tissues.

One of the problems facing drug development is that investigators continue evaluating biomarkers in surrogate tissue in phase II clinical trials. The utility of this approach is difficult to discern, since after proof-of-concept phase I studies, demonstrating that the drug target is inhibited in surrogate tissue provides no additional useful information.

V. BIOMARKERS AS PREDICTIVE FACTORS

Biomarkers can be used as predictive factors to identify patients likely to respond to a particular therapeutic agent. Examples in current oncology practice indicate that this approach is feasible. The expression of estrogen and progesterone receptors on breast cancer cells is a predictive marker for response to tamoxifen [9] and aromatase inhibitors [10]. The expression of HER-2/neu protein in breast cancer cells predicts for response to trastuzumab [11]. Clearly, the expression of ER/PR or HER-2/neu protein on breast cancer cells is necessary, but not sufficient for these tumors to respond to therapy with the above agents. Therefore, response rates in expressors of these proteins are approximately 20–50%, rather than close to 100%. In contrast, patients with tumors that are devoid of these proteins almost never respond to agents that target them [9, 12]. These biomarkers therefore allow for the enrichment of the treatment population in order to maximize responses. In designing trials to evaluate predictive markers, the end point of the study should be objective response rates, because the hypothesis tested is the ability of the marker to predict for a response to therapy. Theoretically, a marker that is only predictive of response could select patient populations that would yield high response rates in clinical trials without an effect on survival.
A. Why is the Positive Predictive Value of Biomarkers not 100%?

Reasons why a large proportion of human tumors that express a specific drug target do not respond to therapy that selectively and specifically inhibits the particular target are not exactly known; however, several contributing factors can be identified.

1. Tumors Possess Multiple Molecular Abnormalities

Most common epithelial tumors possess multiple molecular abnormalities. In addition, signal transduction pathways in tumors form a complex network with redundancies and cross-talk, rather than the parallel linear pathways that are often illustrated in manuscripts for simplicity (see Table 10.2) [13, 14]. Thus, inhibiting only one protein or pathway is not likely to kill the vast majority of tumors. There are examples in oncology in this regard. The most successful targeted agent to date, imatinib, is much more active in chronic phase chronic myelogenous leukemia (CML; complete cytogenetic response rates of 20%) [15]. In this phase the tumor is driven predominantly by the bcr-abl oncogene, and is much less active in accelerated phase CML (complete cytogenetic response rates of 7% or less) [16], where multiple molecular abnormalities begin to appear, akin to the situation in a number of epithelial tumors. These considerations suggest that the limitation is not in the biomarkers, but the narrowly effective agents themselves.

2. Pharmacology is Important

In assessing biochemical targets with cell and molecular biology approaches, it can be forgotten that the drug has to get to its target. Most of the current targeted agents are orally administered, and are substrates for the CYP450 enzyme system. Polymorphisms in these enzymes combined with the concomitant ingestion of inhibitors and inducers of these enzymes [17] lead to highly variable systemic exposures to the drug. This problem is compounded by flat dosing of most of these agents in all patients. It is probably unreasonable to give 250 mg of gefitinib to the 45-kg, non-smoking lady and the 100-kg weightlifter who smokes, ingests alcohol regularly, and consumes anabolic steroids.

A number of these agents are further inactivated by phase II enzymes such as the sulfotransferases, which are known to possess functionally relevant polymorphisms [18]. Finally, there may be polymorphisms in the target, as has been recently described for epidermal growth factor receptor (EGFR) [19].

VI. BIOMARKERS AS PROGNOSTIC FACTORS

Biomarkers may also be used as prognostic factors. In these situations, the presence of a biomarker would correlate with the clinical outcome of a patient. The end point of a clinical trial to evaluate a prognostic factor should be survival, or some other clinical parameter such as time to progression. Part of the current confusion regarding the relevance and utility of biomarkers is related to the use of inappropriate end points for studies. Overexpression of the
**TABLE 10.1 Biomarkers in Standard and Experimental Clinical Practice**

<table>
<thead>
<tr>
<th>Marker</th>
<th>Clinical use</th>
<th>Anticancer agent</th>
<th>Specific disease</th>
<th>Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFP</td>
<td>Predictive and prognostic marker</td>
<td>Non-specific</td>
<td>Hepatoma/germ cell tumor</td>
<td>ELISA</td>
</tr>
<tr>
<td>BCR-ABL</td>
<td>Predictive and prognostic marker</td>
<td>Non-specific</td>
<td>CML</td>
<td>Polymerase chain reaction</td>
</tr>
<tr>
<td>C-kit</td>
<td>Predictive and prognostic marker</td>
<td>Non-specific</td>
<td>GIST, AML</td>
<td>IHC</td>
</tr>
<tr>
<td>CA-125</td>
<td>Predictive and prognostic marker</td>
<td>Non-specific</td>
<td>Ovarian cancer</td>
<td>ELISA</td>
</tr>
<tr>
<td>CEA</td>
<td>Predictive and prognostic marker</td>
<td>Non-specific</td>
<td>Colorectal cancer liver metastasis</td>
<td>ELISA</td>
</tr>
<tr>
<td>ER</td>
<td>Predictive and prognostic marker</td>
<td>Non-specific</td>
<td>Breast cancer</td>
<td>IHC</td>
</tr>
<tr>
<td>Her2/Neu</td>
<td>Predictive and prognostic marker</td>
<td>Non-specific</td>
<td>Breast cancer</td>
<td>FISH</td>
</tr>
<tr>
<td>β-HCG</td>
<td>Predictive and prognostic marker</td>
<td>Non-specific</td>
<td>Germ cell tumor</td>
<td>ELISA</td>
</tr>
<tr>
<td>p-ERK</td>
<td>PD marker</td>
<td>MEK, Raf kinase inhibitors</td>
<td>Multiple tumors</td>
<td>IHC, Western blotting</td>
</tr>
<tr>
<td>PSA</td>
<td>Predictive and prognostic marker</td>
<td>Non-specific</td>
<td>Prostate cancer</td>
<td>ELISA</td>
</tr>
<tr>
<td>P70S6K</td>
<td>PD marker</td>
<td>mTOR inhibitors</td>
<td>No</td>
<td>IHC, Western blotting</td>
</tr>
<tr>
<td>Prelamin A/HDJ-2</td>
<td>PD Marker</td>
<td>FTIs</td>
<td>Multiple tumors</td>
<td>IHC, Western blotting</td>
</tr>
</tbody>
</table>

Abbreviations: AFP, alpha fetoprotein; BCR-ABL, break point cluster region of the ABELSON oncogene; c-kit, stem cell factor receptor (CD117); CA-125, cancer antigen 125; CEA, carcinoembryonic antigen; AML, acute myelogenous leukemia; β-HCG, beta subunit of human chorionic gonadotropin hormone.

HER-2/neu protein correlates with a poor outcome, and thus, successful inhibition of HER-2/neu with trastuzumab leads to improvements in survival [20].

Part of the reason why investigators have confused the predictive end points of response and prognostic end points of survival in clinical trials is because all the successful paradigms in clinical practice today involve biomarkers that are both predictive and prognostic (Table 10.1).

**VII. TECHNICAL ISSUES IN THE EVALUATION OF DRUG EFFECTS IN VIVO**

Evaluation of biomarkers in patient samples can be radically different from what occurs with pre-clinical samples for a variety of reasons. First, in the laboratory, significant manipulation of cell lines by transfections or gene knock-outs can occur in an effort to maximize the reproducibility of a particular assay. Secondly, experiments can be repeated as many times as necessary, with the same cell populations until reproducible results are obtained. Third, there is biological homogeneity in the cell lines and animal models used to test
hypotheses. Thus, individual experiments can be pooled to increase statistical certainty of results.

In clinical translational work, limited amounts of tissue samples are obtained at a particular time point, experiments in individual patients cannot be repeated to test reproducibility and generate confidence intervals. Even more frustrating is the fact that it is impossible to repeat an assay, if technical difficulties render the one experiment uninterpretable. This means that strict attention to detail and extensive preliminary laboratory studies are needed to work out specific assays before their introduction into a clinical trial. Specific examples will be highlighted in this section.

A. Choice of Tissue for Biomarker Assays

In all correlative studies in drug development, the ideal tissue to be sampled is tumor. However, this is always difficult, because of cost, patient safety, and technical difficulties. In a number of tumor types such as lung cancer, prostate cancer, and brain tumors, tissue cannot be accessed in a safe, consistent manner because of the anatomic location. Because these biopsy procedures are utilized for investigational purposes with no possibility of a therapeutic benefit in most instances, obtaining consent becomes ethically difficult. As a compromise, most initial correlative studies are performed with surrogate tissue.

Two approaches have been utilized in an attempt to incorporate the successful utilization of tumor tissue in early phase studies. The first approach involves the use of surrogate tissue for biomarkers in the dose-escalation phase, with accrual of a relatively large (by phase I standards) cohort of 10–20 patients at the maximum tolerated dose (MTD) in whom tumor biopsies are obtained. Special efforts are made to accrue patients with readily accessible tumors for biopsies (melanoma, lymph node, and cutaneous metastases from various tumors) [2].

In the second approach, a phase IB study is performed in a tumor that is easily sampled (hematologic malignancies, melanoma, head and neck tumors) to specifically test the biomarker after assays are refined in surrogate tissue in the initial phase I study [8, 21]. The most common tissue surrogates utilized to date are skin, PBMCs, and buccal mucosa [3–5].

I. Skin as Surrogate Tissue

Clinical studies of the EGFR tyrosine kinase inhibitors, particularly gefitinib, have pioneered the use of skin as surrogate tissue for measuring drug effects. These assays are typically pharmacodynamic assays, which indicate that the drug has affected the target. They are important in phase I testing as proof-of-principle, but they may not have any predictive or prognostic value.

The utilization of skin has several advantages. The sampling is relatively non-invasive and can be performed by oncologists in the office. In some institutions, biopsies are obtained by dermatologists. Multiple serial biopsies can be performed with minimal morbidity.

The disadvantage relates to the types of assays that can be performed on this tissue. Because of small amounts of tissue normally obtained, immunohistochemistry and PCR-based studies can be performed, but not Western
blotting. Tissue procurement and analysis has been previously described [3]. Briefly, skin specimens are obtained from an area of normal skin by an approximately 8 × 4 mm punch biopsy to the level of subcutaneous tissue or by an incisional biopsy of at least a 0.5 × 0.5 cm tissue. Specimens can be frozen, batched, and thawed for analysis at a later date. For immunohistochemistry, specimens are embedded in paraffin after thawing.

2. Peripheral Blood Mononuclear Cells as Surrogate Tissue

PBMCs are the most widely utilized surrogate tissue. Blood sampling is such an integral part of modern medical care, especially in phase I clinical trials where repetitive samples are drawn for pharmacokinetic analysis, that obtaining an extra tube of blood for correlative studies is never seen as a burdensome exercise. For this reason, this is the most convenient and practical surrogate tissue for clinical trials. The advantages are the ready availability of multiple samples, the large number of health-care workers (physicians, nurses, phlebotomists) who can safely procure samples, and typically, the ability of adequate material for a variety of assays.

The main disadvantage was the time-intensive procedure involved in isolation of PBMCs from whole blood by Ficoll gradients and the preparation of samples for Western blotting. With the advent of pre-prepared PBMC separation kits such as the Vacutainer CPT tubes, this process has been greatly simplified. These assays have been previously described [4, 8]. In brief, about 10 mL of blood is collected in Vacutainer CPT tubes (Beckton Dickinson) and centrifuged at room temperature for 15 minutes at 2500 rpm. After centrifugation, the mononuclear cell layer is diluted to 50 mL with 1X PBS and sedimented at 1200 rpm × 10 minutes. Cells are re-suspended in 10.5 mL RPMI-HEPES pH 7.4 and counted. A 10-mL aliquot is solubilized in alkalyation buffer consisting of 6 M guanidine hydrochloride, 250 mM Tris-HCl (pH 8.5 at 21℃), 10 mM EDTA, 1% (v/v) β-mercaptoethanol, and 1 mM 2-phenylmethylsulfonyl fluoride (freshly added from a 100-mM stock in anhydrous isopropanol). After the cell lysates are dialyzed and lyophilized as previously described [8], aliquots containing approximately 50 μg of protein (assayed by the bicinchoninic acid method) are subjected to electrophoresis on SDS-polyacrylamide gels, transferred to nitrocellulose, and probed with the relevant primary and secondary antibodies.

3. Buccal Mucosa Cells as Surrogate Tissue

The use of buccal mucosa cells as surrogate markers of drug activity was recently highlighted by Adjei and colleagues in their work with farnesyl transferase inhibitors (see Figure 10.1) [8].

Buccal mucosa cells are probably the easiest surrogate tissue to obtain. The collection procedure is painless, and any health-care worker can be trained to obtain samples. Their easy accessibility and the rapid turnover of these cells make them ideal for the study of agents that may interfere with proliferation. They share the same disadvantages of a restrictive assay choice with skin. Because small amounts of cells are obtained, IHC- and PCR-based techniques are the only approaches that can be used.
FIGURE 10.1 Detection of prelamin A in buccal mucosa cells from SCH66336-treated patients. Buccal smears were double labeled with mouse anti-lamin A (left) and rabbit anti-prelamin A (right) followed by fluorochrome-labeled secondary antibodies. Corresponding fields were photographed. Bottom panel: samples harvested on day 8 from patients treated with 300 mg b.i.d. of SCH66336. Upper panel: pretreatment sample from same patient. See Color Plate 16.

The procedure for sample collection and preparation for double-label IHC is described briefly here. The samples are best obtained prior to breakfast to minimize the presence of proteolytic enzymes that can digest the buccal mucosa cells and interfere with results. The patient should have no food for approximately 15 minutes prior to this procedure. Patients gently swish and spit approximately 100 mL of saline. This is repeated twice. The inside of the mouth is firmly scraped with a clean wooden tongue depressor. The scraped cells are spread on a clean charged microscope slide (Superfrost+, Fischer Scientific). Using a fresh tongue depressor each time, the scraping and deposition are repeated until a total of four slides are obtained. These slides are air-dried and fixed in acetone within 3 hours of harvest. Samples can be stored in buffer A consisting of 10% (w/v) powdered milk in 150 mM NaCl, 10 mM Tris-HCl (pH 7.4 at 21°C), 100 U/mL penicillin G, 100 μg/ml streptomycin, and 1 mM sodium azide and subjected to immunohistochemical assay in batches [8, 22].

4. Rational Use of Biomarker Assays in Surrogate Tissue

A major problem in the use of correlative markers in clinical trials is the failure of investigators to evaluate assays in the relevant tissue before incorporating them into clinical trials. Surrogate tissue should be selected based on its expression of the biomarker of interest. Thus, skin is an appropriate surrogate tissue for the evaluation of the effect of EGFR inhibitors, because EGFR is widely expressed in skin [7]. However, skin was found not to be an appropriate surrogate tissue for the evaluation of the effect of MEK inhibitors, because phosphorylated ERK is not expressed in skin. In a completed phase I trial of the MEK inhibitor, CI-1040 PBMCs were used as surrogate tissue. However, preliminary studies in PBMCs isolated from volunteers demonstrated the lack of expression of p-ERK. Thus assays were developed that involved the ex vivo stimulation of isolated PBMCs with phorbol esters to activate p-ERK [2]. Similarly, in a study of the FTI lonafarnib (SCH 66336) our group
identified prelamin A, a protein that is farnesylated and cleaved to form lamin A, which is a good biomarker of FT inhibition. Preliminary laboratory studies indicated that PBMCs do not express lamin A. Further investigation identified buccal mucosa as an ideal surrogate tissue for evaluating the effects of lonafarnib on the target enzyme, FT (see Figure 10.1) [23].

5. Shortcomings of Surrogate Tissue

The major advantage of utilizing normal tissue surrogates is that these are easily accessible and amenable to multiple sampling. The disadvantages have been discussed in recent publications [4, 24]. A clear disadvantage is that events in surrogate tissue may not reflect intra-tumoral events. Thus assays in surrogate tissue are useful in the phase I setting, where an attempt is made to show that a known target can be inhibited in vivo. In the phase II setting, these assays are of limited use. Demonstrating that EGFR phosphorylation may be inhibited in skin does not address events in the tumor. There are no convincing data that biomarkers in any surrogate tissue correlate with events in tumor. However, it needs to be stated that there are few studies that have attempted to correlate changes in markers in surrogate tissue with changes in tumor.

B. Evaluation of Biomarkers in Tumor Tissue

Evaluating biomarkers in tumor tissue is the gold standard for correlative studies evaluating drug effects. Predictive markers, prognostic markers, or a combination can be tested in tumor tissue. Current equivocal results from tumor-based studies are partly due to the testing of faulty hypotheses and poor assay development.

1. Sampling of Tumor Tissue

Tumor samples are obtained by two main procedures. The more common approach is to obtain biopsies, either at the time of surgery, by incision into a superficial lesion, or with a needle in deep lesions. Needle biopsies are usually aided by imaging modalities such as an ultrasound or computed axial tomography (CT scans).

2. Tumor Biopsies

Procedures that yield adequate tissue for multiple analyses include samples taken at surgery and biopsies of superficial tissues by incision or with a large-bore (14–16 gauge) needle. An example of how our group handles biopsy specimens is given below. For studies where multiple assays (Western blotting, PCR, and IHC) are performed on tissue, fresh biopsies are immediately split into four aliquots constituting approximately 15, 35, 35, and 15%, respectively. Each of the 35% aliquots can be snap frozen on liquid nitrogen in preparation for Western blotting and PCR. One 15% aliquot can be frozen at −20°C in OCT compound in preparation for immunohistochemistry, and the other aliquot is processed for normal H&E stains to confirm the tissue diagnosis by pathology.
3. Collection of Circulating Tumor Cells

An approach that is being developed, which holds promise for easy access to tumor tissue for correlative assays, is the isolation of circulating tumor DNA in patients' plasma. It has long been demonstrated that small quantities of DNA circulate in the plasma of healthy subjects [25, 26]. A number of recent studies have shown that tumor DNA is shed in the plasma of cancer patients in much greater quantities — up to four- and five-fold higher concentrations than in the normal population [27].

Specific mutations found in genes in the primary tumors but not present in the patient's genomic DNA can be identified in the DNA from plasma, which demonstrates that the source of the DNA in plasma is the tumor. Abnormalities that have been detected in a number of pilot studies include microsatellite alterations, immunoglobulin rearrangements, mutant DNA (K-ras, APC), and hypermethylation of several genes [27]. As an example, Sozzi and colleagues [28] have quantified free circulating DNA in patients with lung cancer. They utilized real-time quantitative polymerase chain reaction (RT-PCR) and human telomerase catalytic component (hTERT) primers. Median concentration of circulating plasma DNA in patients was almost eight times the value detected in age-, sex-, and smoking-matched controls (24.3 vs. 3.1 ng/mL) [28]. In other studies, methylation-specific PCR techniques have been used to quantitate the methylation of the promoter regions of a number of oncogenes [29-31]. This approach holds promise for easy access to tumor material for correlative, predictive, and prognostic studies, once methodologic issues and inconsistent results from different studies are sorted out [32].

4. Shortcomings of Assays in Tumor Tissue

A number of drawbacks in the assessment of biomarkers using tumor tissue exist. A common criticism is that only parts of the tumor is sampled, and because of tumor cell heterogeneity, the sampled tumor may not represent the total tumor population. This is a valid criticism; however, the advantages of performing assays on tumor rather than normal surrogate tissue far outweigh this disadvantage. Nevertheless, investigators have attempted to resolve this by sampling multiple sites in a single tumor, when feasible. The other criticism of assays utilizing tumor samples relates to the fact that biopsy samples contain tumor as well as vascular and connective tissue. A biomarker may therefore be identified that may not be present in tumor tissue, but rather in the normal supporting structures. Laser capture microdissection to isolate tumor cells has been used to overcome this problem [33].

The most common problem encountered in the use of tumor samples for biomarker assays is the limited samples available for performing assays. Occasionally, biopsy samples are made up entirely of adipose and connective tissue with no tumor cells present. Most often, there is only a limited amount of tumor available. Strategies to overcome this include taking multiple samples of adequate size. This approach requires investigators to identify patients with superficial lesions that lend themselves to multiple sampling. It is difficult to obtain multiple 0.5-cm samples from metastatic liver or lung lesions under ultrasound or CT guidance, because of the high risk of serious complications. More refined PCR assays in the future requiring a minimal amount of tumor tissue will also help circumvent this problem.
a. Prediction of Response versus Patient Enrichment

The most successful use of biomarkers in oncology involve the selection of patients who are likely to respond to particular therapies (Table 10.1). A number of researchers have invested considerable effort in trying to demonstrate that the inhibition of a target in tumor tissue correlates with clinical outcome, with disappointing results. There are many potential reasons for these negative results. A major reason is that the hypothesis tested in these situations is inherently flawed. Unless a tumor depends solely on one protein or pathway without any cross-talk with parallel pathways, it is difficult to imagine how inhibiting that protein may be tightly correlated with clinical response. Many epithelial tumors such as lung cancer contain multiple genetic abnormalities (see Table 10.2). It may be necessary to inhibit multiple proteins or pathways in order to achieve significant tumor shrinkage and prolong the survival of patients with current targeted therapy. Secondly, there are multiple factors that contribute to tumor response, apart from biochemical inhibition of a target. As a reminder, the only examples in clinical practice where changes in a “marker” may correlate with clinical response are those of a select few tumor markers: prostate specific antigen (PSA) in prostate cancer, cancer antigen 125 (CA-125) in ovarian cancer, human chorionic gonadotropin (HCG) and alpha fetoprotein (AFP) in germ cell tumors.

---

**TABLE 10.2 Molecular Abnormalities in Non-Small Cell Lung Cancer**

<table>
<thead>
<tr>
<th>Molecular abnormality</th>
<th>Incidence in NSCLC (%)</th>
<th>Agent(s) targeting aberrant pathway</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ras mutation</td>
<td>40</td>
<td>Farnesyltransferase inhibitors, antisense oligonucleotides, raf inhibitors, MEK inhibitors, 17AAG</td>
</tr>
<tr>
<td>Myc amplification</td>
<td>10</td>
<td>None</td>
</tr>
<tr>
<td>EGFR expression</td>
<td>40–80</td>
<td>EGFR tyrosine kinase inhibitors; EGFR antibodies</td>
</tr>
<tr>
<td>c-erb B-2 overexpression</td>
<td>30</td>
<td>Trastuzumab, EGFRTK inhibitors, 17AAG</td>
</tr>
<tr>
<td>c-kit/SCFR co-expression</td>
<td>15</td>
<td>STI-571, SU11248</td>
</tr>
<tr>
<td>bcl-2 expression</td>
<td>35</td>
<td>PS-341, G3139</td>
</tr>
<tr>
<td>p53 mutation</td>
<td>50</td>
<td>PS-341, flavopiridol</td>
</tr>
<tr>
<td>RB deletion (protein)</td>
<td>20</td>
<td>CCI-779, flavopiridol</td>
</tr>
<tr>
<td>p16 inactivation</td>
<td>70</td>
<td>CCI-779</td>
</tr>
<tr>
<td>COX-2 expression</td>
<td>70</td>
<td>COX-2 inhibitors</td>
</tr>
<tr>
<td>3p deletion</td>
<td>50</td>
<td>None</td>
</tr>
<tr>
<td>VEGF expression</td>
<td>50–90</td>
<td>Monoclonal antibodies, RTK inhibitors, FTI</td>
</tr>
<tr>
<td>Matrix metalloproteinase</td>
<td>65</td>
<td>Matrix metalloproteinase inhibitors</td>
</tr>
<tr>
<td>(gelatinase)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
VIII. LESSONS FOR THE FUTURE

Clearly, with the introduction of novel drugs whose targets are known, there is considerable interest in assessing the cellular and subcellular effects of these drugs in the clinical setting. Conceptually, assays of drug action could serve two purposes. In early clinical trials, these assays will be required to determine whether the target has been inhibited at drug concentrations that are achievable in the clinical setting. In later clinical trials, these assays could potentially provide an early marker of drug efficacy if a strong correlation between assay results and clinical outcome can be established. Investigators may be more successful if they try to use baseline biochemical tumor characteristics such as the expression of a protein to select those patients most likely to respond to therapy. As bioinformatics becomes established as a discipline and vast amounts of data from microarray and mass spectroscopy experiments are analyzed consistently, proteomics and genomics might improve the accuracy of predicting tumors that are more likely to respond to specific therapeutic agents. This approach, by evaluating a large array of proteins and genes, can pick up patterns of overexpression.
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I. INTRODUCTION

This chapter discusses regulatory considerations in clinical trials for “novel”
anticancer drugs. Novel anticancer drugs are often designed to be more specific
and less cytotoxic than conventional anticancer drugs. Although no special
regulations exist for these agents, the implications of existing regulations may
differ. This chapter addresses general regulatory principles for cancer drug
approval and comments on issues specific for novel agents where appropriate
(see Table 11.1).

The examples given in this chapter are from regulatory experience in the
Division of Oncology Drug Products (DODP) in the United States Food and
Drug Administration (FDA)’s Center for Drug Evaluation and Research (CDER).
This chapter was not written to address cancer biological products and does not
address some of the special considerations in biologic drug development.

The chapter is divided into three parts: overview of cancer drug regulation,
regulatory considerations in early trials, and regulatory considerations in late trials.

The overview of cancer drug regulation discusses the FDA’s role in cancer
drug development. The section on early trials discusses the Investigational
## TABLE II.1 Differences Between Novel Drugs and Conventional Cytotoxic Drugs

<table>
<thead>
<tr>
<th>Expected difference from conventional drug</th>
<th>Trial phase most affected</th>
<th>Considerations for trial design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less toxicity</td>
<td>I</td>
<td>MTD not goal of phase I</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>Affects benefit to risk ratio. Less benefit may be acceptable if toxicity is less</td>
</tr>
<tr>
<td>Different toxicity profile</td>
<td>I, II, III</td>
<td>Clinical trials should evaluate new toxicities</td>
</tr>
<tr>
<td>Chronic treatment with drug</td>
<td>I, II, III</td>
<td>Evaluate whether preclinical chronic testing is needed</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>Design clinical trials to evaluate chronic toxicities</td>
</tr>
<tr>
<td>Early use in combination</td>
<td>I, II</td>
<td>Evaluate whether preclinical tests of drug combinations are required</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>Design phase I trials of combinations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Demonstrate the contribution of each drug to efficacy of the combination</td>
</tr>
<tr>
<td>Different clinical benefits</td>
<td>II, III</td>
<td>Design endpoints to measure new clinical benefit (e.g., measuring bone morbidity of biphosphonate drugs)</td>
</tr>
<tr>
<td>Blinding of trials possible</td>
<td>III</td>
<td>May use more subjective end points (e.g., pain or symptoms)</td>
</tr>
</tbody>
</table>

New Drug Application (IND) (the initial application to the FDA for evaluating a drug in humans) and the design of phase I and phase II trials. The section on later trials discusses the FDA’s role in evaluating end points and trial designs for phase III marketing trials. It presents a comprehensive table of study end points used in cancer drug approvals.

## II. OVERVIEW OF CANCER DRUG REGULATION

### A. IND Regulations

The responsibilities of the FDA and of sponsors of INDs are outlined in the Code of Federal Regulations (CFR) 21 part 312. Any use of a drug that is not marketed in the United States must be carried out under an IND. The IND provides permission to use an investigational drug according to a protocol filed with the FDA. The regulatory definitions of two parties involved with INDs are presented below:

- The **sponsor** initiates and assumes responsibility for the clinical investigation. The sponsor is usually a pharmaceutical company, but individuals or academic institutions may also serve as sponsors.
- The **investigator** performs the trial. The regulations stipulate that a sponsor shall “select only investigators qualified by training and experience as appropriate experts to investigate the drug.” The FDA expects the investigator to be a licensed physician with training and experience in treating cancer.
The FDA role varies with the stage of drug development and includes: (1) experimental subject protection, (2) guidance on clinical trial design, and (3) verification of clinical trial results and of supporting data in marketing applications such as new drug applications (NDAs) for drugs or biologics license applications (BLAs) for biologic products.

A clinical study of a marketed drug product is exempt from the requirement to file an IND if it meets all of five criteria [21 CFR 312.2(b) (1)]: The study (1) is not intended to support approval of a new indication or a significant change in the product labeling, (2) is not intended to support a significant change in advertising, (3) does not involve a route of administration or dosage level or use in a patient population or other factor that significantly increases the risks (or decreases the acceptability of the risks) associated with the use of the drug product, (4) is conducted in compliance with Institutional Review Board (IRB) and informed consent regulations, and (5) will not be used to promote unapproved indications. Although an IND is not needed for such studies, requirements for informed consent and IRB approval are unchanged. The practice of oncology frequently involves treatment of cancer patients for indications not yet included in the drug label. An FDA guidance document assists investigators to determine whether an IND is required for oncology drug studies. Literature data from phase 1 or phase 2 trials can often supply sufficient information to support an IND exemption [1].

B. IND Process

The IND process is initiated by submission of an IND application and continues throughout the period a drug is under investigation. For conventional cancer drugs, the first study is usually a dose-escalating phase I trial to identify dose-limiting toxicities and the maximally tolerated dose. Phase II trials are usually single-arm studies that screen for anti-tumor activity in selected tumors. If the drug is active, the sponsor conducts larger randomized phase III registration trials that usually evaluate the drug's effect compared to (or added to) standard therapy. The objective is to demonstrate whether the drug produces clinical benefit, such as improvement in survival or disease-related symptoms.

C. NDA Process

If the sponsor concludes that the drug is safe and effective, it submits detailed study results and supporting data in an NDA. The FDA is committed under the Prescription Drug User Fee Act (PDUFA) to review most NDAs in 6 or 10 months (depending on the importance of the drug). NDAs contain all data from IND investigations. The NDA includes chemistry and manufacturing data, animal data, and human clinical trial data. The application is reviewed by a team of FDA reviewers, which includes oncologists, chemists, toxicologists, clinical pharmacologists, and statisticians. A field team evaluates selected clinical sites to validate clinical data and to inspect manufacturing facilities. The FDA often presents results of the review to the Oncology Drugs Advisory Committee (ODAC) for advice.
The FDA subsequently takes an action, which is communicated to the company by one of three types of letters: (1) an Approval Letter that allows the sponsor to market the drug, (2) an Approvable Letter that states the deficiencies that must be corrected prior to marketing, and (3) a Not Approvable Letter that indicates that the drug is not approved.

D. Review by CDER or CBER

A new agent will be reviewed by either the FDA's CDER or the Center for Biologics Evaluation and Research (CBER). Several recent and anticipated changes affect the assignment of FDA review authority for cancer drug applications. Prior to 2003, all biologic drug products were reviewed in CBER. In 2003, review responsibility for biotechnology derived biologics was transferred to CDER. FDA has announced that in 2005 review of these cancer biologics, most other cancer drugs, chemoprevention agents, and imaging drug products will be assigned to one office of cancer drug review in CDER. Cancer vaccines and cell-derived biologic products will continue to be reviewed in CBER.

E. The FDA Regulatory Approach to Cancer Drugs

Compared to patients with less serious medical conditions, cancer patients and physicians accept greater risks in exchange for the potential of life prolongation [2]. Risks and potential benefits of treatment vary with cancer type and stage. The FDA incorporates the oncology community perspective into the review process. IND and NDA review teams are led by FDA oncologists and include outside oncology experts during the planning and review of clinical trials. Patient and consumer representatives are present on the ODAC.

The intensity of FDA involvement in the design and analysis of cancer clinical trials varies with the stage of drug development. The FDA frequently offers input to sponsors during planning of early trials and late trials (i.e., during early phase I and during phase III development). During late phase I and during phase II development, the challenges are more scientific than regulatory. In late phase I, a dose is selected for further testing and in phase II preliminary evidence is collected regarding drug activity — neither of these tasks pose regulatory concerns regarding safety or efficacy.

The FDA review of phase I trials emphasizes safety. The sponsor submits an IND application containing the phase I clinical protocol and data on chemistry, manufacturing, and preclinical testing. The FDA must evaluate the safety of the IND plan within 30 days to determine whether the trial may proceed. FDA reviewers evaluate these data and the clinical protocol to ensure that the proposed dose, schedule, and monitoring plan are safe. Thirty days after the FDA receives the IND, the study may proceed unless the FDA notifies the sponsor otherwise. (Irrespective of the FDA findings, sponsors should expect notification of the FDA's findings and recommendations within 30 days.) If the FDA determines the plan is unsafe, the sponsor is notified by telephone that the study should not proceed (the study is on clinical hold) and receives a letter detailing the deficiencies. The clinical hold is removed after FDA verifies that the sponsor has addressed the deficiencies.
After the initial protocol submission, new protocols submitted to the IND may proceed without any waiting period. The FDA can place subsequent trials on clinical hold if safety concerns arise.

Prior to conducting phase III trials, sponsors are encouraged to meet with the FDA to discuss trial design in end-of-phase 2 meetings. At these meetings, the sponsor and the FDA agree on endpoints and trial designs that would support a marketing claim. When phase III trials are complete, the sponsor submits the trial results in an NDA. The FDA performs an in-depth multidisciplinary review to verify that results demonstrate that the drug is effective and safe for the labeled use, thus meeting the statutory standard for NDA approval. Guidances, suggesting approaches to evaluating particular tumors or providing general advice, and transcripts from meetings of the ODAC, which "update" the guidances by indicating recent agency and advisory committee deliberations, are available from FDA Web sites [3, 4].

III. REGULATORY CONSIDERATIONS IN EARLY CANCER DRUG DEVELOPMENT

Early cancer drug development is described in three subsections: (1) preclinical studies supporting the IND submission, phase I trial design, and phase II trial design.

A. Preclinical Studies Supporting the IND Submission

During pre-IND meetings, the FDA indicates the toxicology testing required to support initial clinical trials. Although the preclinical tests for cytotoxic drugs have been discussed [5] requirements for novel drugs may need clarification.

An early challenge with novel anticancer agents is the selection of agents for human studies. Although the selection of cytotoxic drugs is often based on human tumor xenograft models in nude mice, these models may not be useful with novel agents. First, the models are most sensitive to drugs that cause tumor necrosis, and this may not be the mechanism of action for selected novel agents. Second, some molecular targets of novel agents are unique to humans (e.g., complementary strands of some antisense drugs).

Animal studies should support the safety of the starting dose of phase I clinical trials. For oncology drugs, at least two studies are needed, one in a rodent and another in a non-rodent species. Animal studies should use the same schedule and route of administration proposed for the phase I clinical study. The starting dose for human studies is usually one-tenth of the mouse STD_{10} (dose where 10% of animals have severe toxicity) calculated on a milligrams per meter squared basis provided this dose does not result in irreversible toxicity in non-rodents. If this dose causes irreversible toxicity, one-sixth of the highest dose that does not produce irreversible toxicity is selected for the starting dose [5].

The above preclinical testing procedure may also be adequate for most novel drugs, with two possible exceptions. First, if a drug's molecular target is unique to humans, routine animal models may not predict mechanism-specific
toxicity likely to occur in humans. Mechanism-specific toxicities might be pre-
dicted by special tests, such as knock-out mouse models for antisense products
or human tissue binding patterns for monoclonal antibodies. Second, with
novel agents, chronic testing in animals should be considered earlier in devel-
opment. The FDA does not usually require chronic animal studies prior to
phase I clinical testing of cytotoxic drugs because these drugs are administered
periodically (usually every 21 to 28 days). The FDA assumes full recovery
from toxic effects between doses. However, selected novel anticancer agents
may be given daily, on prolonged, continuous schedules, and recovery from
toxicities between doses would not be expected. If the starting dose has been
identified but chronic studies have not yet been performed, consultation with
toxicologists in the FDA Oncology Group may identify a mechanism for pro-
ceeding with human studies prior to completing chronic studies.

B. Phase I Trial Design

In contrast to other therapeutic areas, phase I oncology trials are infrequently
performed in healthy volunteers, because oncology drugs are usually toxic (often
genotoxic) and oncology studies usually escalate until some patients experience
severe toxicities. Limited phase I or pharmacokinetic studies are sometimes per-
formed in healthy volunteers for oncology drugs that are relatively nontoxic.

1. Traditional Phase I Trial Design

In recent years investigators have used several different phase I dose-
escalation methods. In the 1980s and early 1990s, the modified Fibonacci
scheme was commonly used. This scheme used large initial dose-escalation
steps that become progressively smaller. This scheme is seldom used today.
Pharmacologically guided dosing was evaluated in the early 1990s with lim-
ited success, but was difficult logistically [6].

2. Accelerated Dose Escalation Designs

During the early and mid-1990s, the FDA permitted investigators to use
several new methods for accelerating dose escalation. With very careful moni-
toring, 100% dose-escalation steps were used until investigators observed the
first sign of biologic activity, when more modest escalation steps of 25–50%
were used. Several accelerated phase I designs were formalized by Simon
et al., in 1997 [7]. In these designs, the occurrence of grade 2 toxicity is the
harbinger of early drug toxicity. The occurrence of two instances of grade
2 toxicity ends the accelerated phase of dose escalation. The occurrence of a
single grade 2 toxicity in a cohort of three patients is attributed to chance,
and the accelerated escalation phase continues. If these designs are used and
grade 2 toxicity is encountered in one patient, escalation should not continue
until additional patients are evaluated at that dose.

In standard phase I designs, multiple patients are included at each dose
level to detect differences in toxicities due to inter-patient differences in drug
metabolism. However, single-patient cohorts may be used in accelerated dose-
escalation designs. In these accelerated escalation trials, differences in blood
levels and toxicities between dose groups are likely to exceed inter-patient
differences. If no toxicity is observed in the first patient, additional patients at the same dose are unlikely to be helpful. A disadvantage to single-patients cohorts in accelerated escalation trials is that when grade 2 toxicity occurs in one patient, the study must be delayed for evaluation of additional patients at the same dose.

In the 1990s many phase I studies used accelerated dose-escalation designs with few problems [8]. While the apparent safety of using accelerated dose-escalation schemes is encouraging, concern has been expressed in several circumstances as listed below:

1. Animal dose-toxicity curve is steep
2. Preclinical dose-limiting toxicities are unusual
3. Drugs are intended for continuous chronic dosing

Accelerated-escalation designs assume that the dose of investigational drug can be doubled without lethal or irreversible toxicity. Although there is no proven association between dose-toxicity curves in animals and humans, when animal studies show a steep dose-toxicity curve (e.g., when no animals in a cohort treated at one dose die and all of the animals at the next dose die), caution may be advised in using accelerated dose-escalation designs.

Accelerated dose-escalation schemes rely on detection of mild toxicities to terminate the rapid escalation phase. Experience with accelerated dose escalation designs is predominantly from trials using cytotoxic drugs that have predictable, reversible, and easily-monitored toxicities (e.g., bone marrow suppression). Reservations have been expressed about using accelerated designs when lethal toxicities observed in animals are poorly characterized or when the predicted human toxicity may be irreversible (e.g., CNS toxicity).

A third concern involves continuous administration schedules. Most oncology drugs have been administered over a short time, which allows for recovery from toxicities between courses. Selected novel drugs will be given daily and chronically, and dose-limiting toxicity may sometimes be delayed, which reflects chronic drug accumulation. Rapid escalation schedules, especially those including intra-patient escalation, may lead to confusion regarding the relationships among duration, dose, and toxicity.

3. Other Phase I Trial Designs

Other phase I designs have been used including the modified Continual Reassessment Method (mCRM) [9]. A goal of this method is to better estimate the optimal phase II dose. This approach seems acceptable provided the maximum size of dose-escalation steps is limited.

C. Phase II Trial Design

Phase II cancer trials are used to select promising drugs for further testing. Historically, there has been comparatively little regulatory attention to the design of these trials because efficacy results were seldom submitted to support
marketing claims. However, in recent years phase II studies in refractory patients have supported accelerated approvals in specific settings (see Section IV.B.2).

Evaluating novel anticancer drugs in phase II studies presents scientific challenges. The traditional phase II trial design, which requires limited patient numbers, is based on objective response rates (RR) that can be measured in single-arm studies. This single-arm trial design is inappropriate for novel cytostatic drugs, which may delay tumor progression rather than causing tumor size reduction.

New phase II trial designs have been proposed [10]. One design uses single-arm trials and compares results to historical experience. Trial results may be questioned, however, because historical controls are often unreliable. Variation in prognoses between populations is often larger than the treatment effects attributed to anticancer drugs.

A second approach is to use a randomized control group and measure time to progression (TTP), but require a less definitive p value for claiming success, (p = 0.10 or 0.20, rather than 0.05). This design may provide a high rate of false positive trials. Even if the trial were positive, considerable doubt would exist regarding drug activity.

Another approach is to evaluate the rate of progression of a surrogate marker over a selected time period prior to treatment and determine whether this rate of change is altered after treatment. This assumes that the tumor possesses a relatively constant growth rate over time and that the surrogate accurately reflects tumor growth.

A randomized discontinuation design has been proposed for phase II evaluations [11]. All patients are given the investigational drug during a "run-in period." Patients with stable disease during the run-in period are randomized to continue drug or switch to placebo. The numbers of patients demonstrating progressive disease are compared after a pre-specified time. If a statistically significant difference is demonstrated, the randomized discontinuation design provides strong evidence of drug activity. Relative to other randomized study designs, accrual may be improved because all patients will receive the investigational drug initially. In addition, patients who receive placebo during the discontinuation phase can again receive investigational drug upon progression. There are, however, weaknesses of the randomized discontinuation design. The rate of anti-tumor activity is not measured in the overall study population, so it is difficult to estimate the size of the observed treatment effect for designing subsequent studies. In addition, this design only detects activity that continues after the initial 2 months of treatment. Drugs that impart benefit only during the first treatment months may be missed.

Because the maximum tolerated dose is routinely given, sponsors seldom design phase II trials that compare different doses of cancer drugs. However, the multiple-dose randomized phase II design, frequently used for non-cancer drugs, may be useful for evaluating novel anticancer drugs. This design can detect anticancer activity by demonstrating a dose-response relationship and allows selection of the optimal dose by assessing comparative safety.
Late drug development involves the design, conduct, and analysis of trials to support marketing. This section discusses meetings, regulatory requirements, end points, and trial designs.

A. End-of-Phase II Meetings

When phase II studies near completion, sponsors should meet with the FDA DODP at end-of-phase II meetings to establish the design of phase III trials. This ensures that trial designs will be considered adequate to support initial marketing of a drug (submitted in an NDA) or additional efficacy claims for already marketed drugs (submitted in an efficacy supplement to the NDA). Meeting agreements are part of the administrative record.

B. Requirements for Drug Approval

This section describes the requirements for regular new drug approval and for accelerated approval.

I. Requirements for Regular Approval

Drug approval usually requires two adequate and well-controlled studies demonstrating that the drug is effective and studies that show it is safe for its intended use. The requirement to demonstrate safety and efficacy prior to approval results from two laws promulgated in 1938 and 1962. The safety requirement is derived from the Federal Food Drug and Cosmetic Act of 1938 (FD&C Act). The efficacy requirement is from a 1962 amendment to that Act requiring “substantial evidence that the drug will have the effect it purports or is represented to have under the conditions of use prescribed, recommended, or suggested in the proposed labeling . . . .” This amendment required “evidence consisting of adequate and well-controlled investigations.”

Subsequent legislative and judicial history clarified the legislative intent to require a minimum of two trials [12]. Exceptions exist and include where a “single multicenter study of excellent design provided highly reliable and statistically strong evidence of an important clinical benefit, such as an effect on survival, and a confirmatory study would have been difficult to conduct on ethical grounds” [13]. An amendment to the FD&C Act in 1997 specifically allows reliance on a single study in selected cases [14]. In many situations, a single study may be required for approval of new efficacy supplements (applications to the FDA for new indications for treatment with already marketed drugs). See Table 11.2 and FDA guidance [15].

Although the 1962 efficacy amendment did not directly address whether the drug effect must be clinically meaningful, the risk-benefit assessment needed to determine that a drug is “safe for its intended use” implies some value of the effect be shown. A critical court decision (Warner Lambert v Heckler, 1986) established that the effect shown must be of clinical value (i.e., provide clinical benefit) [12].
TABLE 11.2 Approval of Efficacy Supplements Based on One Clinical Trial: Examples When One Trial may Suffice for Approval of Cancer Efficacy Supplements for Marketed Drug and Biologic Products

- For treating a second type of cancer similar to that in the approved indication
- For treating a pediatric cancer similar to that in the adult indication
- For use of a chemoprotectant for a new type of tumor
- For a new dosing regimen for the same tumor
- For treating an earlier stage of the same disease
- For use in a new combination regimen when previously approved for use alone or in a different combination regimen

2. Requirements for Accelerated Approval

In 1992, Subpart H was added to the NDA regulations to allow accelerated approval of drugs for diseases that are serious or life-threatening, where the new drug appears to provide benefit over available therapy. Accelerated approval may be based on the effect of a drug on a surrogate end point that is reasonably likely to predict clinical benefit. After accelerated approval, the sponsor is required to perform a post-marketing study to demonstrate that treatment with the drug is indeed associated with clinical benefit. If the studies fail to demonstrate clinical benefit or if the sponsor does not show “due diligence” in performing the studies, the regulations describe a rapid process for removing the drug from the market [16]. Surrogate end points and clinical design related to accelerated approval are discussed in Section IV.D.

3. Other Regulatory Mechanisms for Important Drugs

In addition to accelerated approval, Fast Track Designation and Priority NDA Review are two other regulatory mechanisms designed to expedite drug development of important drugs[17, 18] (see Table 11.3).

C. Efficacy End Points for Regular Approval of Cancer Drugs

Sponsors must first select the primary clinical end point. The end point must reliably measure clinical benefit, and trial design should minimize bias. Blinding of randomized trials is the most reliable method to prevent bias. The common stance that oncology trials cannot be blinded should be carefully evaluated because blinding allows additional end points to be used, such as tumor-related symptoms, and enhances the credibility of end points like TTP.

The law requires demonstration of clinical benefit for drug approval. Clinical benefit can be defined as treatment effects judged to be clinically meaningful and suitable as the primary efficacy endpoint for regular drug approval. In oncology, the most reliable end point is survival. However, the FDA also considers other end points to represent clinical benefit in cancer patients. In the following subsections, several non-survival end points are described which have supported cancer drug approval.
### TABLE 11.3 Regulatory Procedures for Important Drugs: Accelerated Approval, Fast Track Designation, and Priority Review Status

<table>
<thead>
<tr>
<th>Accelerated approval</th>
<th>Fast track designation</th>
<th>Priority review status</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Description</strong></td>
<td>Designation of a drug development plan allowing early FDA review of “rolling NDA” (NDA submitted in parts)</td>
<td>Status conferring FDA commitment to a six-month NDA review goal</td>
</tr>
</tbody>
</table>
| **Requirements**     | • Drug treats serious or life-threatening disease  
• Drug provides benefit over available therapy  
• After approval, sponsor must perform phase 4 IV study to prove clinical benefit | • Drug treats any disease  
• Drug would be a significant improvement compared to marketed products |
| **Timing**           | At any time during drug development | At NDA submission |
Definition of a priority application is given in CDER Manual of Policy and Procedures. The six-month review goal is from the Prescription Drug User Fee Act of 1992 [17]. |

---

Additional information on trial designs and results from trials supporting approval of cancer drugs can be found in the Clinical Trials Section of approved package inserts, in transcripts from meetings of the ODAC [4], and in FDA guidance documents [3].

### 1. Regular Approval, RR, and TTP

In the early 1980s FDA approved cancer drugs based on RR. In the mid-1980s, upon the advice of the ODAC, the FDA determined that RR should not generally be the sole basis for approval. The possible benefit associated with partial responses did not necessarily outweigh the substantial toxicity of cancer drugs, and RR was not established as a surrogate for survival. The new FDA position subsequently required an improvement in survival or patient symptoms for approval [19].

However, the FDA has, in selected indications, based approval on other end points; their acceptability was determined on a case-by-case basis with advice from the ODAC. The FDA stated that under selected
circumstances, impressive tumor-related outcomes could be considered clinical benefits [20]:

- An improvement in disease-free survival can be an end point for an adjuvant clinical trial if a large proportion of recurrences are symptomatic.
- Complete responses of reasonable duration may represent clinical benefit.
- The appropriateness of RR as an end point depends on duration of response and the toxicity of the treatment.
- Quality of life could be an efficacy end point if validated measures of disease-related symptoms were included and bias was minimized.

indications. End points supporting regular approval of cancer drugs by the FDA's Division of Oncology Drugs from 1990-2002 are summarized in Table 11.4 [21]. Non-survival end points were the primary end points in 68% (39/57) of the trials supporting regular approval, and tumor related end points (RR or TTP) were the basis of 27 approvals. RR alone supported 10 of these 27 approvals; nine were based on both tumor response and tumor-specific symptoms; seven were based on both RR and TTP; and one approval was based on TTP alone. Treatment indications approved using RR and/or TTP included hormonal treatment of breast cancer, treatment of hematologic malignancies, and treatment of cutaneous lesions from Kaposi’s sarcoma or cutaneous T-cell lymphoma.

Whether FDA judges objective tumor response to be clinical benefit depends on the toxicity of treatment, the type of tumor, the efficacy of available therapy, the rate of response, the type of response (CR vs. PR), and the duration of response. Further information can be found in the package inserts of approved drugs. Below is a discussion of reasons for approval in different tumor settings:

- Hormonal agents for breast cancer: Approved in 1995, anastrozole was the first hormonal agent for breast cancer to be approved in the 1990s.

### TABLE 11.4 End Points for Regular Approval of Cancer Drugs[21]*

<table>
<thead>
<tr>
<th>End Point</th>
<th>Approval Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>57</td>
</tr>
<tr>
<td>Survival</td>
<td>18</td>
</tr>
<tr>
<td>RR</td>
<td>26</td>
</tr>
<tr>
<td>-RRalone</td>
<td>10</td>
</tr>
<tr>
<td>-RR + ↓ Tumor Specific Symptoms</td>
<td>9</td>
</tr>
<tr>
<td>-RR + TTP</td>
<td>7</td>
</tr>
<tr>
<td>↓ Tumor Specific Symptoms</td>
<td>4</td>
</tr>
<tr>
<td>DFS</td>
<td>2</td>
</tr>
<tr>
<td>TTP</td>
<td>1</td>
</tr>
<tr>
<td>Recurrence Malignant Pleural Effusion</td>
<td>2</td>
</tr>
<tr>
<td>Occurrence Breast Cancer</td>
<td>2</td>
</tr>
<tr>
<td>Decreased Impairment Creatinine Clearence</td>
<td>1</td>
</tr>
<tr>
<td>Decreased Xerostomia</td>
<td>1</td>
</tr>
</tbody>
</table>

*Based on applications approved by CDER's DODP from 1990-2002.
The NDA trials compared the RR and TTP of anastrozole and tamoxifen. Other hormonal agents subsequently approved were exemestane, letrozole, toremifene. Because of the minimal toxicity, the well-accepted beneficial role of tamoxifen in this indication, and the lack of a demonstrated survival effect, RR was deemed a satisfactory end point for evaluating the clinical benefit for breast cancer hormone treatment [22]. NDAs of hormonal drugs for breast cancer have always included randomized trials comparing the new drug to a standard hormonal agent, usually with RR as the primary end point and TTP and survival as secondary end points.

- Hematologic malignancies: Drugs approvals for treatment of hematologic malignancies were based on complete responses (pentostatin, cladribine, tretinoin, arsenic trioxide) or partial responses associated with improvements in blood counts from levels likely to be symptomatic (fludarabine).
- Kaposi’s sarcoma: Cutaneous responses of Kaposi’s sarcoma (altretinoin, DaunoXome) and cutaneous T-cell lymphoma (altretinoin, bexarotene, DaunoXome) were considered clinical benefit in part because lesions are visible to patients and responses were thought to be of palliative benefit based on cosmesis.
- Other solid tumors: Partial responses in solid tumors were judged to be clinical benefit in several approvals. Prior to the advent of the accelerated approval regulations, altretamine and paclitaxel were approved for durable partial responses in refractory ovarian cancer. Topotecan approval in refractory small cell carcinoma was based on RR and symptom benefit. During deliberations, the ODAC indicated that RR alone (with adequate response duration) represents clinical benefit in the treatment of refractory small cell carcinoma because of the disease’s rapidly progressive course [23].

2. Regular Approval, Quality of Life (QOL), and Patient Reported Outcomes

Until methods for evaluating and quantifying the overall quality of a patient’s life are widely accepted, global QOL is not likely to be a useful primary end point. For a subjective measure to support approval, the end point should be clinically relevant, collected in ways that minimize bias, statistically robust, and clearly understood by practitioners and cancer patients [24]. The term patient-reported outcomes (PRO) has been recently adopted to describe a variety of tests that depend on patient input. Use of the term PRO rather than QOL avoids confusion as to whether the end point is measuring the overall quality of a patient’s life or other important patient-derived outcomes [25].

Over the past 15 years, FDA has encouraged development of primary and secondary end points to evaluate patient symptoms. In 1985, the FDA position was that “a favorable effect on survival and/or quality of life is generally required for approval.” The author’s definition of QOL, however, was described as an assessment of performance status or pain [19]. Since that time, cancer drugs have been approved based on improvement in pain or morbidity, but no drugs have been approved based on a scale purporting to
capture a patient's global QOL [26]. The following are examples of drug approvals utilizing PROs as primary or co-primary:

- In 1995, porfirmer sodium (Photofrin) was approved for photodynamic therapy (PDT) in completely obstructing esophageal cancer. In 1998, approval was extended to completely or partially obstructing endobronchial non-small cell lung cancer. FDA reviewers relied on patient-reported improvements in obstructive symptoms to determine that luminal responses were clinically meaningful [27].
- In 1996, mitoxantrone (Novantrone) was approved for treatment of advanced prostate cancer based primarily on improvement in pain demonstrated in randomized (but not blinded) controlled trials [28].
- In 1996, gemcitabine (Gemzar) was approved for treatment of pancreatic cancer in part on the basis of clinical benefit response, a composite end point of pain, performance status, and weight gain; a survival benefit was also shown [29].
- In 1998 topotecan (Hycamtin) was approved for treatment of small cell lung cancer. An improvement in pulmonary symptoms was supportive for this application [30].
- In 1999, amifostine (Ethyol), a radiation therapy protectant, was approved to decrease xerostomia after radiation therapy for head and neck cancer. Approval was based primarily on xerostomia scores with support from measurements of salivary production from randomized trials [31].

3. Composite Clinical Benefit End Points

a. Composite End Points in Biphosphonate Trials

An composite end point may be appropriate when the drug's benefit is multifaceted. Pamidronate (Aredia) was the first biphosphonate drug approved for the treatment of skeletal metastases, initially for myeloma, and subsequently for breast cancer. The goal of treatment was to decrease the morbidity of bone metastases. The sponsor developed an composite end point (skeletal-related events; SRE) that included any of the following: pathologic fractures, radiation therapy for local pain, surgery to stabilize pending fractures, or spinal cord compression. Hypercalcemia was originally proposed as an element in this composite end point, but was deemed to be qualitatively different than the other elements. Pamidronate was already marketed for the treatment of hypercalcemia. In the sponsor's myeloma and breast cancer trials, treatment with pamidronate resulted in both a decrease in the proportion of patients with at least one SRE and an increase in time to first SRE [32].

Two aspects of the pamidronate trials are notable. First, even though the trials evaluated intravenous drugs, placebo controls were used. The use of a placebo control was acceptable because all patients continued to receive standard anticancer therapy in addition to study drug. The placebo control increased the credibility of the composite end point that could have been affected by bias. Second, patients did not discontinue study drug at the time of tumor progression. Pamidronate was continued after the first SRE and even after anticancer therapy was changed for tumor progression.
b. Other Composite End Points

Composite end points can also be constructed from symptoms, such as the clinical benefit response used in the approval of gemcitabine. A similar end point, perhaps more useful for novel cytostatic agents, is time to symptomatic progression. For trials using this end point, asymptomatic patients are entered and remain in the study until they experience a symptom related to tumor progression. Careful definition of symptomatic progression in the protocol and case report form is essential for this design. Blinding of the trial is important to minimize bias. A significant problem with this end point is that patients are often discontinued from the study when there are preliminary indications of progression, such as increased levels of a tumor marker, which leads to missing data and crossover to other treatments. One solution, for drugs that are relatively nontoxic, is to continue monitoring patients for symptomatic progression even after anticancer therapy changes. This solution decreases the missing data, but requires consideration of the impact of the additional therapy on the end point of symptomatic progression.

Another approach is to enroll symptomatic patients, identifying each patient's primary symptom. Each primary symptom is assessed on a suitable scale. The final analysis is a comparison of the number of patients on each study arm with an improvement in their pre-specified symptom. The credibility of this end point is reinforced if a correlation between improvement in the patients’ symptoms and objective tumor response is observed. This approach has not yet supported a new drug approval.

c. Time To Treatment Failure

Time to treatment failure (TTF) is often defined as the time from randomization to discontinuation of treatment for any reason, including progression of disease, treatment toxicity, and death. TTF is an end point that combines efficacy and measures of safety and tolerability; it is seldom useful for regulatory purposes. The agency must determine that approved drugs are effective, and TTF does not provide evidence of efficacy. Separate analyses of the components of TTF (TTP, survival, and toxicity) are preferred end points.

4. Conclusions on End Points for Regular Approval of Cancer Drugs

Clinical end points for regular approval of cancer drugs measure clinical benefit. Although survival is the “gold standard” for measuring clinical benefit, in appropriate clinical settings, tumor response or an improvement in patient symptoms has supported approval. Innovative drug developers should consider what benefits their drug may provide and consider whether new end points need to be developed.

D. Surrogate End Points for Accelerated Approval

Under accelerated approval regulations, the FDA may approve a drug for serious or life-threatening disease based on a surrogate end point that is reasonably likely to predict clinical benefit. The drug must also represent an improvement over available therapy. Twenty two anticancer drugs and biologics received
accelerated approval based on surrogate end points celerated approval from 1992 to 2004 [33]. Fifteen of these approvals were based on study designs that did not involve a randomized comparison (single arm designs or dose-comparison designs), and in each case, a response endpoint (tumor response, hematologic response, cytologic response, or cytogenetic response) was the surrogate end point supporting accelerated approval.

Drug-development strategies should not focus only on single-arm trials (intended for accelerated approval) to the exclusion of more reliable phase III trials (intended for regular approval) for several reasons:

- The use of RR as the surrogate end point may allow accelerated approval based on relatively small single-arm trials. For cytostatic agents, however, tumor size reduction may not be observed. Delays in tumor progression must be assessed in randomized trials to be credible.
- Under accelerated approval regulations, the new drug must have a “meaningful therapeutic benefit” over available therapy. Alternative drugs are increasingly available for second-line and subsequent therapy. Only randomized trials can demonstrate benefit of investigational therapy over available therapy.
- Even if there is no available therapy when a study is begun, therapy may become available prior to NDA submission, and randomized trials would then be required. Relying on single-arm trials and accelerated approval could be risky. A recent FDA guidance on “available therapy” has clarified that accelerated approval of a drug would not necessarily prevent FDA from granting a second accelerated approval for the same indication [34].
- If new data become available about the predictive value of the surrogate end point, a judgment that a surrogate is reasonably likely to predict clinical benefit could change.
- Small single-arm trials do not provide comprehensive evaluations of toxicity and do not allow comparisons to other therapies.
- Reliance on accelerated approval leads to evaluation of new drugs only in the most refractory populations. The demonstration of the drug’s activity may not be observed in a heavily treated population.

After a drug is granted accelerated approval for treating a refractory cancer, it may be difficult to perform randomized trials to assess clinical benefit in the approved indication.

A better strategy is to include randomized comparative studies that evaluate both clinical benefit end points (that would support regular approval) and also the oncology surrogates, RR, and TTP (that might support accelerated approval).

E. Surrogate End Points for Regular Approval

For accelerated approval, the FDA relies upon surrogate end points that are not completely validated, but are reasonably likely to predict clinical benefit. This reasonable likelihood is then verified by post-marketing trials evaluating clinical benefit. Many end points have been proposed as appropriate surrogates for
clinical benefit that could be used for regular drug approval. There are relatively few surrogate end points that have been adequately validated. Even what constitutes a valid surrogate is debatable. Prentice has argued that a valid surrogate should not only correlate with the outcome (clinical benefit), but should fully capture the net effect of treatment on the clinical outcome [35]. Others have suggested less stringent requirements. In any event, in order to validate a surrogate, one needs multiple clinical trials with each demonstrating the predictive value of the surrogate for the effect of treatment on the clinical outcome of interest [36]. Some surrogates are accepted as representing clinical benefit even if there are no formal survival benefit data; examples are prolonged complete responses in acute leukemia and testicular cancer.

Figure 11.1 displays the ideal surrogate end point [36]. The surrogate lies on the only causal pathway for the clinical end point and fully reflects the intervention’s effect on the clinical outcome.

Figure 11.2 illustrates the problems that can arise with surrogate end points. Although the surrogate end point does lie on one causal pathway and does measure some of the treatment effect, clinical outcome is also affected by
an independent pathway unrelated to treatment, and treatment also directly affects outcome [36]. An example in oncology is the use of a low RR as a surrogate to assess treatment with a toxic chemotherapy regimen. The RR might accurately predict benefit in the few patients who respond (middle pathway in Figure 11.2), but the surrogate does not reflect the direct negative effects of chemotherapy toxicity (upper pathway) and does not reflect progression of disease occurring in the large majority of patients (lower pathway).

F. Tumor Markers as Clinical End Points

The FDA has not accepted changes in tumor markers alone as primary end points for NDA studies, but these could become accepted surrogates if future data show that changes in tumor markers are reasonably likely to predict clinical benefit (accelerated approval) or that they have been validated for measuring clinical benefit (regular approval).

Although tumor markers have not been used alone as primary end points, the FDA has accepted them in protocol designs as elements in composite end points. For instance, women with ovarian cancer often show clinical deterioration from progression of unmeasured tumor. In blinded trials in advanced refractory ovarian cancer, the FDA has allowed use of a composite end point that included CA-125. The occurrence of certain clinical events (a significant decrease in performance status or bowel obstruction) coupled with marked increases in CA-125 was considered progression in these patients.

G. Clinical Trial Designs for the Approval of Cancer Drugs

The number of study arms, the type of control arm, and superiority or non-inferiority to a control are discussed below. This section ends with a discussion of clinical trial design for chemotherapy protectants and radiotherapy protectants.

1. Single-Arm Trials

Single-arm, historically controlled trials have occasionally provided support for regular approval of new cancer drugs. A requirement for approval is proof of efficacy. Time-to-event end points (survival or TTP) are not well assessed in historical comparisons. Randomized trials are needed to adequately assess these end points. When standard therapy produces cures or substantial improvement in survival, a concurrent comparison to standard therapy is critical. Single-arm studies also do not optimally characterize toxicities.

Sponsors have sometimes demonstrated the clinical benefit of anticancer drugs in single-arm studies when there were convincing clinical findings, such as durable complete remissions in acute leukemia or restoration of the ability to swallow in esophageal cancer. Most examples of regular approvals based on single-arm trials were cytotoxic drugs causing tumor shrinkage.

2. Placebo Control

Placebo control increases the reliability of end points subject to bias, such as tumor-related symptoms and time-to-tumor progression. Placebo
controls may be more acceptable in studies of novel agents than in studies of conventional cytotoxic drugs; many novel agents are given by the oral route and their favorable toxicity profile will help maintain the study blind. As discussed below, the comparison to placebo may be done either with treatment and placebo each added to standard therapy, or with treatment and placebo alone.

**a. Comparison to Placebo Alone**

Placebo-only controls are often considered inappropriate in cancer trials where effective therapy exists but may be appropriate in some other settings. For instance, in early stage cancers when standard practice is not to administer treatment, comparing a relatively non-toxic treatment to a placebo would be acceptable. This might be an optimal setting for detecting anti-tumor activity, because such patients usually have a good performance status and because tumor volume is low. This design could be useful in early myeloma, where a treatment-induced delay in the need for toxic chemotherapy may be a clinical benefit. Similarly, in patients with prostate cancer who have only PSA elevation, time to bone-scan- evident disease may be a reasonable end point for a phase 3 study.

**b. Comparison to Placebo in Combination with Other Therapy**

A randomized trial comparing an investigational drug to placebo, each in combination with standard therapy, is the optimal design for evaluating novel therapies. This design can demonstrate patient benefit and may establish a new standard of care. The placebo control allows credible analysis of subjective end points. Pilot phase I/II studies of the combination regimen would be needed prior to undertaking a phase III study.

**3. Active Control Trials, Superiority Design**

Most phase III cancer trials randomize patients to an investigational treatment versus an active control regimen, usually a standard therapy, or compare new drug plus standard drug to standard drug alone (add-on design). The latter design is expected to be more sensitive for detecting activity because there is no head-to-head comparison to an active agent. The add-on design was employed in the trials supporting the approval of three drugs for lung cancer (vinorelbine [37], paclitaxel [38], gemcitabine [29]). Each used cisplatin as the control arm.

**4. Active Control Trials, Non-Inferiority Design with Single-Drug Regimens**

*Non-inferiority* is the proper statistical term for what many investigators call *equivalence*. (This term is no longer used because, from a statistical standpoint, it is impossible to prove equivalence.) Such trials seek to demonstrate that the new drug is not meaningfully less than the standard drug’s efficacy of the standard drug by ruling out statistically a degree of inferiority of the new treatment to the standard. Non-inferiority designs pose formidable methodological difficulties, notably the need for reliable historical data to establish the active control treatment effect. Furthermore, whereas sloppiness in trial
conductor decreases the likelihood that a superiority trial will be positive, it increases the likelihood that a non-inferiority trial will be “positive,” i.e., show no difference [39]. Designing these trials requires a comprehensive meta-analysis of prior studies that reproducibly demonstrate that the control agent is effective and define the magnitude of the effect. The new trial must rule out that degree of difference between treatment and control (or some fraction of that difference) statistically. Given the complexity of the statistical approach needed to evaluate non-inferiority trials, early consultation with FDA is advisable.

5. Trial Designs for Radiotherapy Protectants and Chemotherapy Protectants

Radiotherapy protectants and chemotherapy protectants are drugs designed to ameliorate radiotherapy or chemotherapy toxicities. The first objective is to assess whether the new drug decreases the toxicity of the anticancer agent. Unless the mechanism of chemotherapy protection is clearly unrelated to the anti-tumor activity of anticancer drugs (e.g., anti-nausea agents), a second objective should be to demonstrate that the new agent does not compromise anti-tumor efficacy.

The need to demonstrate that anti-tumor efficacy is not compromised by chemotherapy protectants has been an important issue in several recent regulatory decisions:

- Dexrazoxane is a chelating agent intended to retain the benefits of doxorubicin while decreasing the associated cardiotoxicity. Approval of dexrazoxane was delayed for several years because the RR in the largest study submitted in the NDA showed a significantly lower RR when dexrazoxane was added to doxorubicin (63% vs. 48%, p = 0.007). Based on additional data, dexrazoxane was subsequently approved for delayed use after a cumulative doxorubicin dose of 300 mg/m² [40].
- Liposome-encapsulated doxorubicin (Myocet, The Liposome Company, Elan Corporation, Princeton, NJ), a liposomal formulation of doxorubicin also designed to decrease cardiac toxicity, was evaluated by the ODAC in 1998. The committee voted not to approve the NDA because one of the studies comparing doxorubicin to Myocet had inadequate statistical power to assess tumor protection and showed an adverse trend in survival [41].
- In 1999, amifostine (Ethyol, Alza, Mountain View, CA) was approved to decrease the incidence of moderate to severe xerostomia in patients receiving postoperative radiotherapy for head and neck cancer. The approved indication was limited to use with postoperative radiotherapy after an ODAC deliberation suggested that the studies had insufficient statistical power to rule out tumor protection by amifostine in the setting of definitive radiation [42].

In summary, trials to evaluate chemotherapy or radiotherapy protectants should be powered to rule out a reduction in anticancer efficacy from tumor protection.
V. CONCLUSION

The FDA regulation of anticancer drugs is fundamentally the same for novel and conventional (cytotoxic) drugs. Preclinical testing is similar for both classes of drugs. The design of phase I and phase II trials for novel drugs may present unique challenges. These challenges include identifying the optimal dose and selecting from several novel therapies for phase III development. In phase III trials, a variety of end points and trial designs should be considered. The most useful design is to compare standard therapy plus new therapy to standard therapy plus placebo. The add-on nature of this design optimizes the detection of activity or benefit from the new drug and the placebo control reduces bias, which allows subjective end points to be used for evaluating clinical benefit. Sponsors are encouraged to meet with review teams in the DODP in the FDA's Center for Drug Evaluation and Research.
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The response to chemotherapeutic drug treatment is a complex process involving multiple factors. Many proteins for example, carrier proteins, drug transporters, metabolizing enzymes, and receptors and their transduction components take part in the response to a drug. Many genes coding for such proteins contain polymorphisms that alter the activity or the level of expression of the encoded proteins. Therefore, the response of a given anticancer agent reflects the interaction of multiple genetic factors that cause important variations in drug metabolism, distribution, and action on its drug target. Pharmacogenetic applications are most relevant for drugs with a narrow therapeutic range between desired effectiveness and toxicity or for drugs with severe side effects or substantial toxicity. Anticancer drugs fall into this category. Some of these pharmacogenetic polymorphisms, for example thiopurine methyltransferase (TPMT), have been studied in detail and are being applied...
to patient treatment. For patients it will be important to distinguish patient
populations based on their expected response and toxicity to target therapy
accordingly. Preventing toxicity and improving efficacy will not only help
patients but may also help save health-care dollars.

This chapter uses the examples of TPMT, dihydropyrimidine dehydrogenase
(DPD), thymidylate synthase (TS), ATP-binding cassette (ABC) group of
transporters, UDP-glucuronosyltransferase (UGT), methylenetetrahydrofolate
reductase (MTHFR), and CYP3A to illustrate the role of pharmacogenetics in
improving the efficacy and safety of anticancer agents.

I. INTRODUCTION

Pharmacogenetics is the study of how genetic variations affect an individual’s
response to drugs. These variations can affect a patient’s toxic response to
anticancer agents. Various studies have demonstrated that, not only toxicity,
but also response to chemotherapy and patient outcome could be influenced
by pharmacogenetic polymorphisms in several genes. Through the study of
pharmacogenetics, genetic variations that affect drug efficacy and toxicity will
eventually enable physicians to individualize the selection of optimal medica-
tions and specific dose for patients, which results in fewer adverse reactions.
Currently in oncology, the administration of anticancer agents uses fixed doses
normalized by body surface area and does not take into account existing dif-
ferences between individuals in pharmacokinetics and pharmacodynamics as a
result of genetic polymorphisms. Pharmacogenetic screening before cancer
therapy may enable the prospective identification of patients at increased risk
of toxicity and improve the efficacy of these chemotherapeutic agents.

The role of pharmacogenetics in the optimization of the efficacy and
safety of cancer chemotherapy is important in oncology, because cancer
chemotherapeutic agents generally have a narrow margin of safety and
exhibit significant inter-patient variability in pharmacokinetics and toxicity.
Many of these agents are prodrugs that are converted to the active drug by
polymorphic enzymes and certain anticancer agents are detoxified by poly-
morphic enzyme systems.

This chapter will focus on the role of genetic polymorphisms of well-
known classes of enzymes involved in cancer chemotherapy. These include
TPMT, DPD, TS, ABC group of transporters, UGT, MTHFR, and
cytochrome P450 3A (CYP3A).

II. THIOPURINE METHYLTRANSFERASE

TPMT catalyzes the S-methylation of thiopurine drugs such as 6-mercaptop-
urine (6-MP), 6-thioguanine, and azathioprine to inactive metabolites [1–3].
Thiopurines form part of the routine treatment for patients with acute lym-
phoblastic leukemia, rheumatoid arthritis, autoimmune diseases such as sys-
temic lupus erythematosus (SLE) and Crohn’s disease, and are used as an
immunosuppressant following organ transplantation.
TPMT enzyme activity and immunoreactive protein levels in human tissues are controlled by a common genetic polymorphism [1, 4]. Variation in TPMT activity regulates thiopurine toxicity and therapeutic efficacy of thiopurine drugs. Approximately 1 in 300 white subjects have low activity, 6–11% have intermediate activity, and 89–94% have high activity [1, 3, 5]. Patients with low or undetectable levels of TPMT activity develop severe myelosuppression when treated with “standard” doses of thiopurines, while patients with very high TPMT are more likely to have a reduced clinical response to these agents [6–11]. 6-MP and the other thiopurines, azathioprine and thioguanine, are all inactive prodrugs that require metabolism to thioguanine nucleotides (TGNs) in order to exert cytotoxicity [3]. The principal mechanism by which these drugs exert cytotoxicity is considered to be as a result of incorporation of TGNs into DNA and RNA. 6-MP is converted to TGNs by a multistep pathway that is initiated by hypoxanthine phosphoribosyl transferase [3]. Alternatively, these agents can undergo S-methylation catalyzed by TPMT to methylmercaptopurine or oxidation to thiouric acid via xanthine oxidase. TPMT can also S-methylate 6-thioinosine 5' monophosphate (TIMP) to form the S-methylated derivative methylTIMP. MethylTIMP is a potent inhibitor of de novo purine synthesis and represents an alternative mechanism for cytotoxicity [3, 12]. TPMT shunts more drug down the methylation pathway, therefore making less drug available for activation to TGNs. TPMT is the main enzyme in hematopoietic cells as there is very little xanthine oxidase in these cells. Several studies have documented that TPMT-deficient patients accumulate very high TGN concentrations in erythrocytes (RBC), about 10- to 20-fold higher than controls when given standard doses of thiopurines [7, 8]. This results in severe hematopoietic toxicity in TPMT-deficient patients, unless the thiopurine dosage is reduced 10- to 15-fold [7, 8]. The use of azathioprine in a patient with complete TPMT deficiency resulted in death from neutropenic sepsis [10].

The association between low TPMT activity and excessive hematological toxicity is now well recognized [6, 8, 13]. Molecular analysis of TPMT genotype is able to identify patients at risk for acute toxicity from thiopurines. A recent study in 180 children also identified an important role for TPMT genotype on tolerance to 6-MP therapy [14]. Two of the patients were TPMT deficient and tolerated full-dose 6-MP for only 7% of weeks of therapy. Heterozygous and homozygous wild-type patients tolerated full doses for 65 and 84% of weeks of therapy over 2.5 years of treatment, respectively [14]. The percentage of weeks in which 6-MP dosage had to be decreased to prevent toxicity was 2, 16, and 76% in wild-type, heterozygous and homozygous mutant individuals, respectively (Figure 12.1).

The relationship between TPMT genotype and phenotype has been most clearly defined for TPMT*2, TPMT*3A, and TPMT*3C in patients with leukemia and normal volunteers and has been shown to be clinically important [15–16]. The presence of TPMT*2, TPMT*3A, or TPMT*3C predicts phenotype with heterozygous subjects all having intermediate activity and homozygous subjects being TPMT deficient [15]. Coulthard et al., established that TPMT genotype not only predicts RBC TPMT activity but also influences TPMT activity in blast cells from leukemia patients [16].
IMPROVING THE EFFICACY AND SAFETY OF ANTICANCER AGENTS — THE ROLE OF PHARMACOGENETICS

Knowledge of TPMT genotype has been shown to be important in the clinical management of patients receiving thiopurine therapy. A child with acute lymphocytic leukemia (ALL) who was homozygous mutant for TPMT was unable to receive therapy for 53% of the maintenance period and tolerated full 6-MP dosage for only 2% of the maintenance period [17]. 6-MP had to be decreased to prevent toxicity after 2 and 16% of weeks of treatment in children with ALL who were homozygous mutant and heterozygous, respectively, compared with 76% in wild-type TPMT patients. Overall these studies demonstrate that the influence of TPMT genotype is most dramatic for homozygous mutant patients, but is also of clinical relevance for heterozygous individuals.

III. DPD

DPD catalyzes the rate-limiting step in the catabolism of pyrimidines such as thymine and uracil and the fluoropyrimidine, 5-fluorouracil (5-FU). 5-FU is used in the treatment of breast, head, neck, and colorectal cancers [18]. Significant inter-individual variations in 5-FU clearance, tumor response, and host toxicity have been reported after 5-FU therapy [19–20]. In cancer patients with defective DPD, 5-FU toxicity occurs with standard doses of 5-FU and may be severe and life-threatening due to grade 4 myelosuppression and grade 3–4 neurological and gastrointestinal toxicities. DPD activity is completely or partially deficient in about 0.1 and 3–5% of individuals, respectively [21]. The occurrence of severe toxicity usually requires 5-FU discontinuation and dose reduction in the following cycles of therapy, hospitalization, and sometimes change of therapy. A few cases of death from 5-FU toxicity with documented DPD defects have been reported [22–24].

Over 30 variant DPYD alleles in the coding and promoter region of the gene have been reported in pediatric patients with total or near-total deficiency...
of DPD activity and on cancer patients with low activity [25–30]. Eight of these are rare polymorphisms and do not result in decreased DPD activity. Potential mutations with clinical relevance are DPYD*2A and DPYD*9A. DPYD*2A is a splice site mutation (IVS14 + 1G>A) resulting in the production of a truncated mRNA. The molecular basis for DPD deficiency in cancer patients has not been clearly defined; however, analysis of the prevalence of the various mutations among pediatric patients with complete DPD deficiency has shown that the splice-site mutation IVS14 + 1G>A was the most common (52%) [27]. Several studies have shown the frequency of this allele to be low and seen only in some patients with severe toxicity [25, 30–33]. In other studies, discordance was demonstrated between DPYD*2A and DPD activity [26].

The high prevalence of the DPYD*2A polymorphism may warrant screening for the DPYD*2A mutation in cancer patients prior to 5-FU administration. The clinical relevance of DPD deficiency may diminish due to the availability of potent inhibitors of DPD. The use of such inhibitors may result in an improved therapeutic index of 5-FU by enabling the administration of smaller doses of 5-FU [34]. Further studies of DPD pharmacogenetics may help clarify the role of DPD as a marker to identify patients prone to 5-FU toxicity, which may provide a more individualized approach in the administration of 5-FU-based therapies.

IV. THYMIDYLATE SYNTHASE

Thymidylate synthase (TS, TYMS) catalyzes the intracellular transfer of a methyl group to deoxyuridine-5-monophosphate (dUMP) to form deoxythymidine-5-monophosphate (dTMP), which is anabolized in cells to the triphosphate (dTTP). This pathway is the only de novo source of thymidine, an essential precursor for DNA synthesis and repair. The methyl donor for this reaction is the folate co-factor 5,10-methylenetetrahydrofolate (CH2-THF).

TS has been of considerable interest as a target for cancer chemotherapeutic agents such as 5-FU and raltitrexed [35–36]. Fluoropyrimidine resistance in several tumors, including colorectal cancer, has been shown to be mediated through increased mRNA and TS protein levels [37]. High levels of TS expression have been correlated with poor prognosis in breast, gastric, and colorectal cancer [38–41]. This may be due to increased tumor cell proliferation as a result of increased TS levels [42]. The human TS promoter has recently been characterized, which identifies several important mechanisms for gene regulation. In 1995, Horie et al., described a polymorphic tandem repeat found in the 5'-untranslated region of the thymidylate synthase gene [43].

The essential promoter sequence is located –242 to –148 nucleotides upstream of the initiation start site [43]. Polymorphic tandem repeat sequences containing either two (TSER*2) or three (TSER*3) 28 bp repeat units per allele were identified in this region in a Japanese population [44]. In vitro studies have shown that increasing the number of repeats leads to stepwise increases of TS gene expression with the presence of a triple repeat resulting in a 2.6-fold greater TS expression than a double repeat [44–45]. In vivo studies in human gastrointestinal cancer have shown a significant
increase in TS protein levels and functional activity in patients with TSER\(^*3\) compared to individuals with TSER\(^*2\) [46]. As TS tumor levels are important for resistance and survival prediction, this may have important implications for TS-based chemotherapy.

There have been many studies from different laboratories on different continents that all suggest that patients homozygous for TSER\(^*3\) have a higher TS activity and a poorer response to 5-FU therapy than patients homozygous for TSER\(^*2\). In one study involving 65 rectal cancer patients, the probability of achieving tumor downstaging after radiation and 5-FU treatment was dependent on TSER genotype. TSER\(^*2\) carriers exhibited a 3.7-fold higher probability of achieving downstaging (a measure of therapeutic success) when compared to TSER\(^*3\) homozygotes [47]. Marsh et al., also showed that TSER genotypes correlated with tumor response after 5-FU treatment in 24 metastatic colorectal cancer patients [48]. This study showed that the TSER\(^*2/TSER*2\) genotype was nearly twice as common in the responders to chemotherapy, compared to non-responders (40% vs. 22%, respectively). In addition, the study also showed a decrease in median survival with increasing numbers of TSER repeats (median survival 16 months for TSER\(^*2/TSER*2\), 14 months for TSER\(^*2/TSER*3\), 12 months for TSER\(^*3/TSER*3\)) [48]. These data were confirmed by Pullarkat et al., who showed that in 50 patients receiving 5-FU for metastatic colorectal cancer, there was a higher response rate in patients with lower numbers of TSER repeats (50% for TSER\(^*2/TSER*3\), 15% for TSER\(^*2/TSER*3\), and 9% for TSER\(^*3/TSER*3\); Figure 12.2) [49].

The TS enhancer region polymorphism may be one mechanism responsible for increasing TS gene expression. Two, three, four, and nine copies of 28-bp

![FIGURE 12.2](image-url) The relationship between TSER genetic status and response to 5-FU chemotherapy for colorectal cancer. Data derived from reference 49.
tandem repeated sequences have been described in the enhancer region of the TS promoter [44, 50, 51]. A translational regulatory element within the coding region and a 6-bp deletion in the 3′-untranslated region of TS mRNA stability and translation have also been found [52, 53]. Genotyping for tandem repeat promoter polymorphisms, as well as other mutations, that may be distributed throughout the linear sequence and three-dimensional structure of the human TS gene [54] could be used to select other chemotherapy agents that have a different mechanism of action.

V. ABC FAMILY OF DRUG TRANSPORTERS

The ABC transporter family comprises several drug transport proteins. The best characterized ABC drug pump is the \textit{ABCB1} gene, formerly known as \textit{MDR1} or \textit{PGY1}. The \textit{ABCB1} (\textit{MDR1}) gene encodes an integral membrane protein, P-glycoprotein (PGP), a member of the ABC family of membrane transporters [55, 56]. PGP was originally identified by its ability to confer multidrug resistance on tumor cells against a variety of structurally unrelated anticancer agents. The main function of PGP is the energy-dependent efflux of substrates, which include bilirubin, cancer drugs (such as vinca alkaloids, anthracyclines, colchicine, epipodophyllotoxins, actinomycin D, taxanes), cardiac glycosides, immunosuppressive agents, glucocorticoids, HIV-1 protease inhibitors, and many other drugs [57–61].

PGP protein level is highly variable between subjects [62]. However, the molecular basis for inter-patient variation in PGP is not clear. Recently, fifteen different single nucleotide polymorphisms (SNPs) were detected in the \textit{ABCB1} gene. One of these SNPs, resulting in a C to T transition in exon 26 (C3435T), showed a correlation with PGP protein levels and function where the homozygous T allele was associated with more than two-fold lower duodenal PGP protein levels compared with C3435 homozygotes [62]. Homozygosity of the T3435 variant was observed in 24% of 188 German Caucasians. Heterozygous individuals displayed an intermediate phenotype. Evaluation of \textit{ABCB1} genotype status may be a valuable tool in identifying individuals who may have altered drug absorption or be at higher risk for clinically significant drug interactions.

In addition to the PGP transported neutral organic compounds, \textit{ABCC1} (MRP1), \textit{ABCC2} (MRP2), and \textit{ABCC3} (MRP3) also transport drugs conjugated to GSH, glucuronate, or sulfate and other organic anions such as methotrexate. The newer family members, \textit{ABCC4} (MRP4) and \textit{ABCC5} (MRP5), are able to cause resistance to nucleotide analogs, such as PMEA and purine base analogs, such as 6-MP and thioguanine. Transport by the other members of the ABC family, therefore, affects a wide range of anticancer drugs. The \textit{ABCC1} pump confers resistance to doxorubicin, daunorubicin, vincristine, colchicines, and several other compounds; this is a similar profile to that of \textit{ABCB1} [63]. \textit{ABCG2} confers resistance to anthracycline anticancer drugs and is amplified or involved in chromosomal translocations in cell lines selected with topotecan, mitoxantrone, or doxorubicin treatment [64–66].
Pharmacogenetic research involving characterization of drug transporter polymorphisms will enhance our insights into the molecular mechanisms involved in transporter function, especially for anticancer agents. Such findings will become important components of individualized drug therapy in the future.

VI. UDP-GLUCURONOSYLTRANSFERASE 1A1 PHARMACOGENETICS AND IRINOTECAN

Irinotecan is a prodrug, and hydrolysis of irinotecan by the carboxyesterase-2 enzyme in many normal tissues is responsible for activation of irinotecan to SN-38, a potent topoisomerase I inhibitor [67–69]. Glucuronidation of SN-38 is the major elimination pathway of SN-38 and protects patients from irinotecan toxicity. The pharmacogenetics of irinotecan is mainly focused on the polymorphic glucuronidation of SN-38 to SN-38G. Inter-patient variability in SN-38 glucuronidation is considerably high in cancer patients [70]. A recent prospective trial of UGT1A1 pharmacogenetics in cancer patients receiving irinotecan found that the presence of the UGT1A1*28 allele (characterized by a TA insertion in the promoter region of UGT1A1 gene) markedly altered SN-38 disposition [71]. The presence of UGT1A1*28 allele has been shown to be a significant risk factor for severe toxicity from irinotecan in several studies where patients homozygous for 7 repeats experiencing approximately four-fold greater neutropenia (Figure 12.3) [71, 72]. These studies propose UGT1A1 genotyping as a reliable test to predict the risk of severe toxicity after irinotecan.

**FIGURE 12.3** A higher incidence of severe neutropenia (grade 3–4) from irinotecan is observed in patients homozygous for 7 TA repeats in UGT1A1 (UGT1A1*28). Data derived from reference 71
VII. MTHFR REDUCTASE PHARMACOGENETICS

MTHFR regulates the pool of intracellular folates for nucleic acid and protein synthesis. MTHFR converts 5,10-methylene tetrahydrofolate (CH2THF) to 5-methyltetrahydrofolate (CH3THF), a methyl donor in the conversion of homocysteine to methionine during protein synthesis [73]. A recent study has reported an association between the occurrence of severe myelotoxicity after CMF and a single nucleotide polymorphism (C677T mutation in exon 4) in MTHFR [74]. This SNP is common with approximately 10% of homozygous variant individuals (TT) in Caucasian populations and ranges between 5–54% in other populations [75]. The C677T mutation in the MTHFR gene results in an enzyme variant with in vitro thermolability and 35% reduction in activity compared to wild type [76]. When TS converts dUMP into dTMP, CH2THF is required as a donor of monocarbon groups. MTHFR deficiency as a result of TT genotype results in reduced activity of MTHFR enzyme, which implies increased levels of CH2THF that probably increase 5-FdUMP inhibition of TS and lead to severe myelosuppression [77]. Five of six patients with grade 4 leukopenia after CMF were TT homozygotes [74]. The clinical relevance of the C677T mutation was also highlighted in a phase I trial of CPT11/raltitrexed combination [78]. Patients with a TT genotype showed no toxicity compared with CC/CT patients. These findings highlight a possible role of MTHFR polymorphism in selecting cancer patients at higher risk of toxicity after receiving the CMF regimen.

VIII. CYTOCHROME P4503A PHARMACOGENETICS

Cytochrome P450 enzymes are responsible for activation of anticancer drugs or might be involved in forming metabolites that are toxic to host tissues. The CYP3A enzymes account for approximately half of the metabolism carried out by cytochrome P450 enzymes. Two main forms are expressed in humans, CYP3A4 and CYP3A5. Genetic polymorphisms in both genes have been described [79–83]. Polymorphisms in CYP3A4 have not been consistently associated with altered catalytic activity. There are at least two distinct single nucleotide polymorphisms in CYP3A5 that demonstrate significant ethnic differences in allele frequency and altered enzyme activity.

CYP3A enzymes are involved in the metabolism of teniposide and etoposide [84], ifosfamide [85], vindesine [86], vinblastine [87, 88], vincristine [87], cyclophosphamide [85], paclitaxel [89], and docetaxel [90]. The contribution of the SNPs to the effect of anticancer drugs has not yet been elucidated, but because almost half of all anticancer drugs are CYP3A substrates, polymorphisms in CYP3A are likely to affect the pharmacodynamics of anticancer drugs.

IX. CONCLUSION

Clinical trials that individualize therapy based on each patient’s individual genetic constitution need to be undertaken to test whether such individualization benefits patients. Once the functional significance of a drug disposition
pathway has been established, anticancer agents can be optimized and individualized by pharmacogenetic approaches into the routine care of patients receiving anticancer drugs.

The availability of reliable genotyping techniques for functional polymorphisms can change the way patients will receive chemotherapy in the near future.

ACKNOWLEDGEMENTS

The authors are supported by NIH grants U01 GM63340 and P30 CA091842.

REFERENCES

1. The number is off by 1, as the 'weinshilboum/sladek' reference below should be reference 1.


REFERENCES


Anticancer drug discovery and development are experiencing a paradigm shift from cytotoxic therapies to more selective therapies that target underlying oncogenic abnormalities. To a large extent, these newer therapies are cytostatic and, thus, difficult to evaluate by current methods such as maximum tolerated dose and radiologic tumor shrinkage. Furthermore, there is an increasing need to include selection of patients possessing particular oncogenic abnormalities in clinical trial designs. In this chapter the application of non-invasive imaging methods (positron emission tomography; PET) and dynamic contrast-enhanced magnetic resonance imaging; DCE-MRI) for the pharmacodynamic evaluation of existing and new cancer therapeutics will be described. These imaging modalities have potential application in the evaluation of novel agents including cell cycle inhibitors, anti-angiogenic and anti-vascular agents, thymidylate synthase inhibitors, inhibitors of ras farnesylation, apoptosis-inducing agents, gene therapies, multidrug resistance modulators, receptor antagonists, and inhibitors of drug metabolism. The success of incorporating these new technologies into drug development programs will depend on close collaboration and risk sharing in technology development between academia and industry.
I. INTRODUCTION

There is a lot of enthusiasm about the development of molecular target-directed anticancer agents. These agents, discovered through our increased understanding of tumor biology, target specific alterations that drive malignant transformation including genes and pathways involved in angiogenesis, cell cycle, signal transduction, cell death, drug resistance, cell invasion, and metastasis. With these advances, the need to revise the way new drugs are tested has become apparent. The conventional way of testing drugs including studies aimed at defining the maximum tolerated dose (phase I), and those aimed at evaluating the efficacy of a particular dose and schedule in a number of disease types (phase II) may be inadequate. Although safety studies are still needed, phase I studies also need to incorporate an evaluation of mechanism of action. Such hypothesis-testing studies could also be used to establish appropriate dosing schedules for phase II studies. Two key issues that need to be addressed in early clinical trial design for new agents are (1) pathophysiology-based (based on specific molecular abnormalities) selection of patients for clinical trials, and (2) pharmacodynamic evaluation of mechanism of action or of response to therapy. Evaluation of drugs in a more homogeneous population of patients expressing the molecular abnormality of interest is ethically debatable but is likely to provide answers in fewer patients and in less time. In addition, patients unlikely to respond to a specific therapy would be excluded.

The ability to include new ideas in clinical trial design presupposes that one can measure the molecular abnormality of interest. Assays of protein levels, for instance, have been reported in Chapters for monitoring the pharmacodynamics of farnesyl transferase inhibitors. In this chapter the use of imaging to measure pathophysiology and pharmacodynamics for existing and newer cancer therapeutics will be described. The imaging methods have the advantage that the same patients can be studied over time avoiding multiple biopsies, which can be problematic in recruiting patients for proof-of-principle studies. Furthermore, the imaging studies allow the “effect” compartment (e.g., tumor) to be examined in situ. In some cases this may be superior to pharmacodynamic assessment using non-tumor cells such as peripheral blood mononuclear cells (PBMC). This is particularly the case when the response in PBMCs is more sensitive than in tumors as was the case for the inactivation of alkyltransferase by benzylguanine [1]. Imaging modalities are not, however, straightforward. There are specific methodological challenges: technologies are not as widely available and they may be expensive. In this chapter the scientific basis underlying PET and DCE-MRI will also be described, potential for quantification and validation studies performed to date will be reviewed, and their potential application for testing cancer therapeutics will be explored. Specific challenges will also be discussed.

II. PET

PET is a sensitive technique that involves the administration of a compound labeled with a short-lived positron emitting isotope, followed by data acquisition to obtain the in vivo three-dimensional (3D) distribution and kinetics of
the compound. The radiopharmaceuticals used are administered in very small quantities so as not to modify underlying tissue biological and biochemical properties. As such they are known as radiotracers.

A. Radiotracers

PET employs proton-rich radionuclides, which decay by positron emission. Positron-emitting radionuclides frequently used in medicine including oxygen-15 (physical half-life, $t_{1/2} = 2.03$ min), nitrogen-13 ($t_{1/2} = 10$ min), carbon-11 ($t_{1/2} = 20.4$ min), fluorine-18 ($t_{1/2} = 109.8$ min), and iodine-124 ($t_{1/2} = 4.2$ days) are produced by a cyclotron. One limitation of PET is related to the short half-life of some of these positron-emitting radionuclides. This presents difficulties in the time available for radiochemical synthesis and the need for an on-site cyclotron. This problem is illustrated for the radiosynthesis of carbon-11 radio-labeled thymidine (Figure 13.1). For PET to play a major role in drug development, extensive resources will need to be invested to support radiochemistry. Currently, not all ligands and tracers can be radiolabeled with sufficient radioactivity to make them useful for investigational studies. The ability to radiolabel a compound depends on the availability of suitable functional groups. For instance, compounds with N-, S-, or O-methyl (or -ethyl) groups, as well as proteins and antibodies can be radiolabeled fairly easily. In some cases the multistep chemistry required to produce a radiotracer precludes radiolabeling and purification of molecules rapidly enough to avoid substantial decay of radioactivity. Constraints in the availability of suitable labeling reagents including precursors can also limit the ability to synthesis a radiotracer. The position of labeling should be resistant to metabolic degradation, which further limits the number of compounds that can be radiolabeled.

![Synthesis of 2-[11C]thymidine from [11C]methane via [11C]phosgene and anhydrous [11C]urea. Using a fully automated system, Steel and co-workers reliably prepared 2-[11C]thymidine by this method within 45–50 min from [11C]methane with an average yield of 1.5–3.3 GBq (40–90 mCi) which corresponds to ~14% radiochemical yield (Steel, C.J. et al., Appl. Radiat. Isot., 51, 1999, 377–388). The specific radioactivity was typically 29.6–51.8 GBq μmol⁻¹ (0.8–1.4 Ci μmol⁻¹) corresponding to 6–12 μg of stable thymidine.](image-url)
**FIGURE 13.2** Compartmental model for glucose metabolism using $[^{18}\text{F}]}$fluorodeoxyglucose. The rate constants $K_1$, $k_2$, $k_3$, and $k_4$ are defined as delivery, washout, phosphorylation and dephosphorylation, respectively. In most tumours, dephosphorylation of $[^{18}\text{F}]}$FDG is insignificant. $[^{18}\text{F}]}$FDG-6-P, $[^{18}\text{F}]}$FDG-6-phosphate

---

**B. Acquisition and Processing of PET Images**

The signal used to create the 3D image in PET comes from the simultaneous detection of two 511-keV gamma rays emitted at approximately 180° from each other following the decay of positron-emitting radionuclides. The emitted photons are recorded by opposing coincidence detectors [2]. Data are obtained as sinograms that are corrected for detector efficiency and attenuation of photons and reconstructed into image data using mathematical algorithms. The data depict the spatial and temporal distribution of total radioactivity within a number of tomographic image planes. Most currently available commercial clinical PET scanners have intrinsic resolution of 4–8 mm (1–2 mm on animal scanners). PET images are usually analyzed by defining regions of interest and extracting radioactivity versus time curves for the region. In more advanced situations, functional parametric images are generated on a voxel-to-voxel basis using generic kinetic analysis.

Mathematical kinetic modeling is employed to enhance data interpretation within a framework of important kinetic behaviors and to obtain quantitative parameters of relevance and universal comprehension. This is necessary if the effect of a drug needs to be quantified. In practice, this involves comparing the concentrations of radioactivity in tissue with that in arterial plasma and calculating plasma/tissue exchange rate constants [3]. A tracer kinetic model for $[^{18}\text{F}]}$ fluorodeoxyglucose is illustrated in Figure 13.2. The usual approach in deriving such a mathematical description is to assign the possible distribution of the tracer to a limited number of discrete compartments, within which it could be free, specifically, or non-specifically bound. Special mathematical approaches such as spectral analysis [4] and graphical analysis [5] have been explored as alternatives to compartmental modeling.

---

**III. EVALUATION OF CANCER THERAPEUTICS WITH PET**

Ligands and tracers are being developed for measuring pathophysiology and for pharmacodynamic imaging. Some of these are in preclinical development and are not ready for use in early clinical trials. A list of existing and potential
PET ligands and tracers are presented in Table 13.1. These tracers can be used to select patients possessing specific oncogenic abnormalities, provide proof-of-mechanism, and quantify response or efficacy.

### A. Evaluation of Pathophysiology to Enable Patient Selection or Prediction of Response

Some of the ligands and tracers listed in Table 13.1 could be used to measure baseline pathophysiology. The use of PET to assess pathophysiology and to enable prediction of response is reviewed below with specific examples.

#### 1. Receptor Occupancy

Several growth factors produce therapeutic effects by interacting with specific receptors or binding to cell surface molecules. It is possible to study such drug-receptor interactions with ligands or antibodies radiolabeled with a positron emitter, and measure the regional uptake of radioligands to enable derivation of values for receptor number (Bmax), affinity (Kd), and binding potential (Bmax/Kd). Drug receptor studies are helpful in predicting response and optimal dose and for selecting patients likely to respond to specific therapies. Receptor occupancy studies involving the estrogen receptor (ER), for instance, have been used to predict response. The majority of breast cancers are hormone-dependent as indicated by an increase in ER and progesterone receptor content of breast tumors. The clinical course of disease in patients with ER-positive tumors is less aggressive and characterized by a longer disease-free interval and greater overall survival. Moreover, ER-positive tumors are likely to respond to hormonal manipulation. 16α-[18F]fluoro-17β-estradiol (FES), a radioligand for ERs has been used to assess the ER status of breast tumors. McGuire et al. [6] found a decrease in FES uptake in metastatic breast cancers after the administration of tamoxifen. This demonstrated the presence of functional ERs in the tumors. Furthermore, the decrease in FES uptake after tamoxifen was significantly greater in patients who responded to hormonal therapy [7]. Thus, the ER occupancy status can be used to predict response to hormonal therapy.

#### 2. Multidrug Resistance

The multidrug resistance (MDR) phenotype plays a major role in the treatment of cancer with anthracyclines, vinca alkaloids, and podophyllotoxins [8, 9]. Modulators of P-glycoprotein (PGP)-mediated efflux including verapamil, cyclosporin A, and PSC 833, which are also PGP substrates, have been used to circumvent MDR. However, their effect thus far in the treatment of solid cancers has been disappointing [10–12]. 99mTc-sestamibi [hexakis(2-methoxy-isobutylnicotinamide]technetium(I)-SPECT is the most common non-invasive method used for assessing MDR with decreased accumulation in MDR-proficient tumors. Kostakoglu et al. [13] demonstrated accumulation of 99mTc-sestamibi in breast and lung tumors expressing lower amounts of PGP. A 2.7-fold higher efflux rate [14] and a more rapid tumor clearance (t1/2 < 204 min) of 99mTc-sestamibi have been demonstrated in breast cancers with high PGP expression [15]. PGP modulation by PSC 833 was associated with an increase in the accumulation of 99mTc-sestamibi in tumors and liver of treated patients [16].
PET tracers for studying MDR status are only in preclinical development, with $[^{11}C]$ daunorubicin and $[^{11}C]$ verapamil the most promising. In vitro studies with $[^{11}C]$ daunorubicin have shown a 16-fold accumulation of $[^{11}C]$ daunorubicin in drug sensitive compared to PGP expressing human ovarian carcinoma cells [17]. The addition of verapamil resulted in increased accumulation of $[^{11}C]$ daunorubicin in the resistant cells, which confirms the modulatory nature of verapamil on PGP [17]. Similarly, in vivo rat studies have shown a lesser accumulation of $[^{11}C]$ verapamil in PGP overexpressing tumors compared to PGP negative ones. Modulation of PGP has also been demonstrated by an 18-fold increase in $[^{11}C]$ verapamil accumulation after pretreatment with cyclosporin A [18].

3. Tumor Hypoxia

Hypoxia in tumors results from an inadequate supply of oxygen to cells due to the inefficient and aberrant vasculature within tumors. These hypoxic cells are resistant to conventional radiotherapy and certain chemotherapeutic agents. $[^{18}F]$ fluoromisonidazole has been used as a PET marker to quantify hypoxia in tumors [19–21]. Other hypoxia markers such as SR 4554 and $^{64}$Cu-ATSM are being developed for similar in vivo assessment [22, 23]. Using $[^{18}F]$ fluoromisonidazole as a marker, Rasey and co-workers found that hypoxia was present in 97% of 37 tumors studied [21]. The extent of hypoxia varied markedly between tumors in the same site or of the same histology. They also found that there was a heterogeneous distribution of hypoxia between regions within a single tumor. Such knowledge gained about tumor hypoxia non-invasively could find utility in the selection of patients for treatment with radiation, bioreductive agents, anti-angiogenic agents, anti-vascular agents, and hypoxia-targeted gene therapy.

B. Proof-of-Principle of Mechanism of Action

There is an increasing need to obtain information on the mechanism of action of drugs in patients to ensure that new drugs behave in a predictable manner. Examples of such studies are described below.

I. Modulation of Dihydropyrimidine Dehydrogenase Activity

The synthetic pyrimidine, 5-FU, is the most commonly used anticancer agent for the treatment of gastrointestinal malignancies. Up to 80% of systemically administered 5-FU is degraded through catabolism to α-fluoro-β-alanine (FBAL) [24], which decreases the amount of drug available for formation of cytotoxic anabolites. One aspect of current research with 5-FU has been to provide proof-of-principle of the mechanism of action of eniluracil, an inactivator of the proximal and rate-limiting catabolic enzyme, dihydropyrimidine dehydrogenase (Figure 13.3). Using PET, it was demonstrated that in eniluracil-naive patients, 5-$[^{18}F]$-FU-derived radioactivity localized strongly in normal liver (0.0234% of the injected activity per milliliter at 11 min) due to the rapid formation and retention of $[^{18}F]$ FBAL [25]. Furthermore, there was a distinct localization of radioactivity in the gallbladder consistent with hepatobiliary clearance of $[^{18}F]$ FBAL [25]. In eniluracil-treated patients, there was a
FIGURE 13.3 Typical transabdominal CT-scans and 5-\([^{18}F]\)fluorouracil-PET images of a patient before and after treatment with eniluracil. There was a substantial decrease in liver radioactivity (top panel) after eniluracil treatment due to the inactivation dihydropyrimidine dehydrogenase, and hence, absence of \([^{18}F]\)fluoro-\(\beta\)-alanine. Such studies of enzyme activity are useful in providing proof of principle of mechanism in humans. The half-life of tumor 5-\([^{18}F]\)fluorouracil-derived radioactivity increased after eniluracil treatment. See Color Plate 17.

substantial reduction in radiotracer disposition in normal liver and kidneys. Other effects observed were the absence of hepatobiliary clearance and an increase in plasma uracil and unmetabolized 5-\([^{18}F]\)FU [25]. The half-life of 5-\([^{18}F]\)FU-derived radioactivity in tumors increased from 2.3 to >4 hours following eniluracil administration. This is a large increase given that tumor radioactivity in eniluracil-naïve patients is comprised mainly of \([^{18}F]\)FBAL.

2. Anti-Angiogenic and Anti-Vascular Therapies

Angiogenesis, the sprouting of capillaries from pre-existing vasculature, represents an important target and a challenge for drug development. Two main therapeutic approaches that researchers are pursuing include (1) inhibition of new vessel formation (anti-angiogenic agents), and (2) inhibition of blood flow (anti-vascular agents). Vascular properties, which describe the angiogenic phenotype, can be estimated by PET making the technique suitable for monitoring the pharmacodynamics of anti-angiogenic and anti-vascular therapies. Perfusion (blood flow per unit volume) and volume of distribution of water in tissues can be measured in most human tissues by i.v. injection of \(H_2^{15}O\) and PET scanning. Typical \(H_2^{15}O\)-PET image and time activity curves are illustrated in Figure 13.4. The equation used to derive perfusion and volume of distribution is also shown.
FIGURE 13.4  Measurement of tissue perfusion and volume of distribution of water (exchanging water space) using $^{15}$O-PET. Cumulative tissue localisation of $^{15}$O and its time-course in tissues are shown. The model for deriving parameters of flow and volume of distribution is also shown, where $C_t(t)$ is the regional tissue concentration of $^{15}$O [Bq.m$^{-1}$ (tissue)] as a function of time $t$, $C_a(t)$ is the arterial whole blood concentration of $^{15}$O [Bq.m$^{-1}$ (blood)] as a function of time, $F$ is the regional flow in ml (blood).ml$^{-1}$ (tissue).min$^{-1}$, $V_d$ is the volume of distribution of water [ml (blood).ml$^{-1}$ (tissue)], and $\lambda$ is the decay constant of $^{15}$O (0.338 min$^{-1}$). See Color Plate 18.

Blood volume is measured with $^{15}$O-PET. Following inhalation of $^{15}$O, time is allowed for steady state to be achieved. The relative tumor blood volume (rTBV), which is essentially the volume of distribution of carboxyhemoglobin (units = mL blood/mL of tissue) can be calculated using the following equation:

$$rTBV = \frac{\int_{t1}^{t2} C_{tissue}}{\int_{t1}^{t2} C_{blood}}$$

where $t1$ and $t2$ are the start and end of scan, respectively, and the concentrations ($C$) of blood and tissues are corrected activities in kBq/mL. These data may be corrected for the ratio of tumor small-vessel hematocrit to large-vessel hematocrit if this is known. The repeatability of such perfusion, volume of distribution, and blood volume measurements has been established (Anderson et al., unpublished). It has been hypothesized that vascular shutdown, for instance, will be characterized by a decrease in all three parameters, whereas hypoperfusion will only show up as a decrease in perfusion without any change in volume of distribution or blood volume. To assess the pharmacodynamics of the anti-vascular agent combretastatin A4 [26] as part of a UK Cancer Research Campaign (CRC) phase I trial, Anderson et al. [26] performed paired PET scans with $^{15}$O-PET. Perfusion and blood volume parameters were unchanged in untreated patients and at low doses of the drug. At higher doses ($\geq 40$ mg/m$^2$), a 30–60% decrease in tumor perfusion was seen in 4 out of 5 patients at 30 min resolving in 3 out of 4 patients by 24 hours after injection of combretastatin A4 [26]. These studies demonstrated the combretastatin A4 effects a vascular shutdown in human tumors [26]. The non-selective effect
of the drug on other tissues (kidney and spleen), as well as on cardiac output, were also noted [26, 27]. Of interest, reduction in perfusion for tumors and spleen were similar to that seen in tumor-bearing rodents [28]. It should be emphasized that the success of this trial was based on the ability to predict the time course of vascular shutdown in patients from rodent data [28].

3. Gene Expression

It is anticipated that post-genome drug discovery and development will have several strategies aimed at correcting oncogenic abnormalities. This has prompted the need to develop assays for demonstrating expression. Traditional gene expression assays at the gene, mRNA, or protein levels are impractical for providing proof-of-mechanism in clinical trials. Molecular imaging approaches using "in vivo reporter strategies" are more suited to experimental and clinical pharmacodynamic evaluation of the location, magnitude, and time course of gene expression [29]. Several PET reporter strategies are being developed to monitor gene therapy (Table 13.1). The principle underlying the approach is illustrated in Figure 13.5. When HSV1-tk is the reporter gene, the reporter substrate may be a radiolabeled pyrimidine or purine tracer such as FIAU (Table 13.1) and the gene delivery vector, e.g., adenovirus may contain the reporter gene under the control of a tumor-selective promotor, or the reporter gene and a therapeutic gene in a bicistronic construct [30]. If gene expression occurs in tumors, then following i.v. administration of the radiolabeled substrate, "trapping" of the substrate occurs through phosphorylation catalyzed by the protein product of the reporter gene (HSV1-tk). The retention of the radiolabeled substrate is proportional to the degree of gene expression. Although such PET methodologies are ready for the clinic, no clinical studies have as yet been reported.

![FIGURE 13.5](image_url) Measurement of gene expression with the PET using a notional binary vector system involving the human telomerase reverse transcriptase (hTERT) promoter linked to the HSV1-tk gene. Telomerase is highly expressed in tumour cells but repressed in somatic cells. Hence activation of the promoter in tumour cells will result in transcription, and consequently translation of the message into the HSV1-tk enzyme. Thus, tumour cells but not normal cells will phosphorylate FIAU to FIAU-phosphate (FIAU-P) which is trapped and can be quantified by PET.
4. Assessment of Intermediate Cascades in Mitogenic Signal Transduction

There are efforts to develop agents that inhibit mitogenic signal transduction. This is because signaling mechanisms that drive cell proliferation tend to be associated with malignant transformation and progression. For instance, Gibbs [31, 32] has recently described a variety of new compounds targeted against components of mitogenic signal transduction, which include monoclonal antibodies to erbB2, kinase inhibitors of Raf-1, inhibitors of molecular chaperone HSP 90, Raf-1 antisense oligonucleotides, and farnesyl transferase inhibitors [31, 32]. Imaging methods are in development for monitoring the pharmacodynamics of these promising agents. With respect to receptor imaging, an antibody for c-erbB2 is in development for monitoring erbB2 levels [33]. This could find utility as a pharmacodynamic probe for new therapies aimed at erbB2 such as herceptin [31, 32]. Developing end points for intermediate cascades in signal transduction, however, represents a significant challenge. This is because molecular events such as changes in phosphorylation and protein-protein interactions, are difficult to measure in intact animals or humans. One approach for investigating the effect of Ras protein inhibitors has been developed [34]. This involved iodination of a farnesyl transferase inhibitor for assessing farnesyl transferase enzyme occupancy. The labeling strategy employed by Hamill and co-workers permitted incorporation of other radioisotopes such as carbon-11 and fluorine-18 [34]. Studies in dogs have already demonstrated enzyme-specific binding of the iodinated radiotracer.

5. Thymidylate Synthase Inhibition

Thymidylate synthase (TS) is still an attractive target for drug development. The first TS inhibitor to be clinically used was 5-FU. Over the years, knowledge of TS has increased, which resulted in more efficacious and selective TS inhibitors that are now in development. For instance, the crystal structure of TS protein in its native form and in the ternary complex is now known and the molecular basis of properties such as substrate binding, catalytic activity, and transport via reduced folate carrier proteins have been well described [35-37]. In addition, prodrugs, which are activated by TS overexpression, which could result from treatment with fluoropyrimidines, are in development. All of these advances require an ability to measure TS inhibition or TS levels. One emerging area of research is the use of thymidine analogs to monitor thymidine salvage kinetics following TS inhibition. Using PET, Wells et al. [38] demonstrated increased fractional retention of 2-[^11C]thymidine in tumors at 1 hour after patients were treated with the non-classical TS inhibitor, AG337. Related to this, Collins et al. [39] are investigating the utility of 2'-[^18F]fluro-ara-deoxyuridine-PET for imaging TS activity.

C. Evaluation of Efficacy and Response to Therapy

1. Evaluation of Cellular Proliferation

Most cancer therapeutics such as cell cycle inhibitors, inhibitors of mitogenic signal transduction, and differentiating agents inhibit cellular proliferation. PET methodology is available for measuring thymidine incorporation into DNA and thus for providing an index of proliferation rate. The PET methods
may be superior to current methods for monitoring tumor response such as tumor shrinkage and time to progression, because cytostatic effects may be incorrectly assessed and response assessment with anatomical images may be confounded by inflammatory or fibrotic masses. The optimal probe for measuring proliferation is, however, an issue of current debate. 2-[11C]thymidine is the gold standard for measuring proliferation. It has the advantage of being a natural compound, is readily taken up by cells and incorporated into DNA, and has been used extensively in in vitro studies (in the form of 3H-thymidine). The main limitation of using 2-[11C]thymidine-PET is its rapid catabolism in vivo ultimately to [11C]CO₂. A dual-scan approach comprised of an initial scan with [11C]HCO₃ followed after a brief period by a 2-[11C]thymidine scan permits metabolite correction, and hence determination of fractional retention of thymidine or incorporation rate constants for thymidine [40–43]. The deconvolution approach for metabolite correction is based on the derivation of a unit impulse response function (IRF) as described below [42]:

In the [11C]HCO₃ scan,

\[ \text{[tissue activity]}(t) = [\text{blood HCO}_3](t) \times \text{IRF, HCO}_3(t) \]  

(1)

The IRF, HCO₃ obtained can then be used in a 2-[11C]thymidine scan to derived the tissue component of HCO₃.

\[ [\text{tissue HCO}_3 \text{activity}](t) = [\text{blood HCO}_3](t) \times \text{IRF, HCO}_3(t) \]  

(2)

Subtraction of the tissue HCO₃ activity from the total tissue activity in the 2-[11C]thymidine scan gives leaves thymidine (and intermediate catabolites).

\[ [\text{tissue thymidine activity}](t) = [\text{total tissue activity}](t) - [\text{tissue HCO}_3 \text{ activity}](t) \]  

(3)

In practice IRF is defined as a sum of exponentials using spectral analysis [4].

\[ \text{IRF}(t) = \sum_{i=1}^{n} a_i \lambda^{-\beta_i} \]  

(4)

where \( n \) is the number of identifiable kinetic components, \( \beta \) is constant such that \( \lambda < \beta_i < 1 \) (\( \lambda \) = decay constant of carbon-11), and \( a \) is the intensity of the kinetic component at \( \beta \).

Wells et al., have demonstrated that fractional uptake of 2-[11C]thymidine-derived radioactivity correlates with a well-known index of cell proliferation, the MIB-1 index [43], thus, making it a suitable radiotracer for monitoring response to antiproliferative therapy. 2-[11C]thymidine has been used in a number of pilot studies to measure response to therapy. For example, in patients with metastatic small cell lung cancer and abdominal sarcoma, with 2-[11C]thymidine flux constant, measured at 1 week following chemotherapy (compared to baseline), declined by 100% in complete responders and 35% in a partial responder compared to a much smaller decline (15%) in a patient with progressive disease [44]. One of the biggest challenges in such studies is to determine when to make the measurements (length of time after chemotherapy to obtain a snapshot of the dynamics of an antiproliferative effect). Preclinical studies in tumor-bearing animals may aid in defining such
In vivo imaging of pharmacodynamic end points in clinical trials. 

Iododeoxyuridine has also been used to measure proliferation [45]. The rapid metabolic de-iodination of the radiotracer, however, limited the usefulness of this probe in vivo [45]. One of the more promising probes for measuring proliferation is 3'-deoxy-3'-[18F]fluorothymidine (FLT) [46]. This radiotracer is metabolized to a lesser extent than 2-[11C]thymidine. The retention of FLT is determined not only by the degree of proliferation but also by levels of cell-cycle-regulated thymidine kinase-1 protein. Studies are ongoing to evaluate the role of this tracer in clinical imaging of proliferation. Thus far, 2-[11C]thymidine appears to be the radiotracer widely used for imaging tumor proliferation.

2. Evaluation of Tumor Energy Metabolism

[18F]fluorodeoxyglucose ([18F]FDG) is one of the commonly used radiotracers in PET studies. [18F]FDG follows the same route as glucose into cells where it is phosphorylated by hexokinase to [18F]FDG-6-phosphate. Unlike glucose, there is little further metabolism and [18F]FDG-6-phosphate remains essentially trapped within cells, with the rate of accumulation proportional to the rate of glucose utilization. [18F]FDG-6-phosphate has low membrane permeability and although dephosphorylation does occur, it is very slow in brain, heart, and tumors, which have very low levels of glucose-6-phosphatase. The increased levels of the key enzyme hexokinase and corresponding decreased levels of glucose-6-phosphatase characterizes de-differentiation of cancer cells and has been attributed to transformation- and progression-linked reprogramming of gene expression [47–49]. FDG uptake in tumors probably reflects a combination of factors, which include phosphorylating activity of mitochondria, degree of hypoxia, and levels of glucose transporters [50, 51].

[18F]FDG is used in oncology to grade tumors, to determine tumor extent, as a prognostic indicator, and as a measure of tumor response [52]. [18F]FDG kinetics follow a three-compartment model (Figure 13.2). The retention of the radiotracer may be calculated as the standardized uptake value (SUV) or metabolic rate of glucose uptake. As a pharmacodynamic end point, [18F]FDG has been used in several relatively small studies to monitor response to treatment. For instance, single-agent (tumor type in parenthesis) evaluation has been performed for temozolomide (glioma) [53] and hormone therapy (breast) [54]. Evaluation of combination therapies has also been performed, e.g., 5-FU + mitomycin-C (pancreatic cancers) [55], 5-FU ± interferon (colorectal liver metastases) [56], and radiotherapy + combination chemotherapy (glioma) [57].

Pharmacodynamic studies with [18F]FDG are usually carried out at baseline and soon after the first or second cycle of therapy. A typical example of an [18F]FDG image in a brain tumor is shown in Figure 13.6. The European organization for research and treatment of cancer-PET (EORTC-PET) group has recently published guidelines for common measurement criteria and reported alterations in FDG-PET studies to enable much needed comparison of smaller clinical studies and larger scale multicenter trials [58]. Tumor response assessment as defined by the group (progressive, stable, partial, or complete metabolic response) is based on the observation that, on average, a 15–30% reduction in SUV or metabolic rate of glucose utilization can predict response and that this precedes tumor shrinkage and clinical response [58].
3. Assessment of Programmed Cell Death (Apoptosis)

Cell death by apoptosis is a pharmacodynamic end point for several anticancer therapies. Current methods for monitoring apoptosis are based on excision of tumors followed by immunohistochemical or flow cytometric analysis. PET methodology for measuring apoptosis holds promise for detecting apoptosis within patient tumors over time. The probe most amenable to PET studies is annexin V, an endogenous protein that has high affinity for membrane-bound phosphatidylserine. An early event in apoptosis is the rapid exposure of phosphatidylserine groups, which are normally confined to the inside of the cell. Binding of radiolabeled annexin V to such phosphatidylserine groups allows dying cells to be detected. Annexin V has been labeled with $^{99m}$Tc for imaging with single photon computed tomography [59]. Annexin V has also been labeled with iodine-124 for PET studies (Glaser M et al., unpublished). These radiotracers are currently being validated in preclinical models and will soon be available for clinical imaging.

IV. MRI ASSESSMENT OF MICROVESSEL FUNCTION

MRI can be used experimentally and clinically to characterize tumor microvessel structure and function [60]. MRI techniques can be divided into non-enhanced and contrast media enhanced methods [61]. The latter can be
further divided by the type of contrast medium utilized: (1) non-specific techniques that utilize small-molecular agents that distribute rapidly in the extracellular space (ECF agents), (2) techniques that use large-molecular agents designed for prolonged intravascular retention (macromolecular contrast media or blood pool agents), and (3) methods that use agents intended to accumulate at sites of concentrated angiogenesis mediator molecules. ECF contrast agents are available commercially, and in this section the pathophysiological basis, validation, quantification, and clinical applications of DCE-MRI will be discussed. Macromolecular contrast media are being investigated in clinical trials, but are not currently approved for human use. Molecular targeted contrast media are in preclinical development. Deoxyhemoglobin can also be used as an intrinsic contrast agent for tumor vascular characterization and this technique will also be discussed briefly.

MRI methods of evaluating microvessel function have the advantage of good spatial resolution often equal to that of corresponding morphologic images. MRI techniques are minimally invasive and involve little patient risk. As such they can be incorporated into routine patient studies. Limitations of MRI techniques are discussed below. Other imaging techniques that assess microvasculature have a number of drawbacks [62–64]. For example, ultrasound examinations are limited by poor depth of penetration and organs such as the brain and lungs remain inaccessible. Ultrasound is also highly operator dependent. Radiation exposure considerations and the small volume of tissue that can be examined limits CT assessments. PET is limited by high cost and limited availability of equipment. Furthermore, the short lives of radioisotopes used require that a cyclotron and onsite radiochemistry be present (see above).

A. Contrast Agent Kinetics Using Extracellular Contrast Agents

DCE-MRI is able to distinguish malignant from benign tissues by exploiting differences in their contrast agent kinetics [65, 66]. When a bolus of paramagnetic contrast agent passes through a capillary bed it is initially confined in the intravascular space. Within this space, it produces magnetic field (B0) inhomogeneities that result in a decrease in the signal intensity of surrounding tissues. In most extracranial tissues and in some brain tumors, the contrast agent then passes into the extravascular-extracellular space (EES) at a rate determined by the permeability of the capillaries and their surface area. The early phase of contrast enhancement (often referred to as the first pass) includes the arrival of contrast medium and lasts many cardiac cycles. In this phase, the contrast medium gains access to the extracellular space via diffusion and causes shortening of tissue T1-relaxation times. The early signal increase observed on T1-weighted images arises from the both the vascular and interstitial compartments. Contrast medium also begins to diffuse into tissue compartments further removed from the vasculature including areas of necrosis and fibrosis. Over a period typically lasting several minutes to half an hour, the contrast agent diffuses back into the vasculature from which it is excreted (usually by the kidneys). Contrast medium elimination from very slow-exchange tissues such as fibrosis and necrosis occurs more slowly, which explains the persistent delayed enhancement characteristic of some tumors, e.g., cholangiocarcinoma and breast cancer [67].
MR sequences can be designed to be sensitive to the vascular phase of contrast medium delivery (so-called T2* methods, which reflect on tissue perfusion and blood volume). Similarly, sequences sensitive to the presence of contrast medium in the EES reflect microvessel permeability and extracellular leakage space (so-called T1 methods). The analytical methods for evaluating these techniques have their foundations in basic physiology and pharmacology [68–70]. These two methods are compared in Table 13.2.

B. T2*-Weighted Imaging

1. Pathophysiological Basis

Perfusion-weighted images can be obtained with “bolus-tracking techniques” that monitor the passage of contrast material through a capillary bed [71, 72]. The decrease in signal intensity of tissues can be observed with susceptibility-weighted T1- or T2*-weighted sequences, the latter providing greater sensitivity and contrast to perfusion effects. The degree of signal loss seen is dependent on the vascular concentration of the contrast agent and microvessel size [73] and volume. The signal-to-noise ratio (SNR) of such images can be improved by using higher doses of contrast medium (i.e., ≥0.2 mmol/kg body weight) [74]. High specification, echo-planar-capable MRI systems capable of rapid image acquisition are required to adequately characterize these effects. However, such studies are possible with conventional MRI systems using standard gradient-echo sequences (with long repetition and echo times employing low flip angles) but are limited to a few slices.

2. Quantification

Tracer kinetic principles can be used to provide estimates of relative blood volume (rBV), relative blood flow (rBF), and mean transit time (MTT) derived from the first pass of contrast agent through the microcirculation [75]. These variables are related by the central volume theorem equation $BF = BV/MTT$. BV measurements are obtained from the integral of the time-susceptibility curve, but a number of conditions of the central volume theorem are not met. For example, injection time is not instantaneous (in general, not obtainable in biological tissues) and as the arterial input function is not typically measured, these parameter estimates are qualitative or “relative.” Recently, quantification of these parameters has been undertaken by simultaneous monitoring of the concentration of contrast agent in a large neck or brain vessel [76], and quantified perfusion parameters in normal brain and low-grade gliomas have been obtained [76, 77].

3. Limitations of T2* Methods

Limitations specific to T2* MRI methods are discussed here and those related to T1W methods and DCE-MRI techniques in general are discussed below. Recirculation of contrast medium can impair the calculation of T2*-weighted parameter estimates. Other physiological characteristics that hinder accurate measurements include non-laminar flow, which arises from the presence of irregular caliber vessels and non-dichotomous branching and
high vascular permeability, which leads to increased blood viscosity (from hemoconcentration). In addition, factors such as machine stability, patient motion, and intrinsic patient variables, particularly cardiac output and upstream stenoses, can affect the computations. The quantification techniques described above also cannot readily be applied to areas of marked blood-brain barrier breakdown or to extracranial tumors with very leaky blood vessels. This is because the T1-enhancing effects of gadolinium chelates can counteract T2* signal lowering effects, which results in falsely low blood volume values in very leaky vessels. Quantitative imaging is thus most reliably used for normal brain and non-enhancing brain lesions, because the contrast medium is retained within the intravascular space. One solution to overcoming these problems is to use non-gadolinium susceptibility contrast agents based on dysprosium, which has a strong T2* effect but a weak T1 effect [78, 79].

4. Clinical Experience with T2* Techniques

The signal loss observed with T2*-weighted sequences has been used qualitatively in clinical studies to characterize liver, breast, and brain tumors [80-82]. Relative cerebral blood volume (rCBV) mapping can be used to detect areas of increased vascularity in brain gliomas (Figure 13.7) [83, 84]. Areas of high tumor rCBV appear to correlate with tumor grade and vascularity but not with cellular atypia, endothelial proliferation, necrosis, or cellularity [83]. CBV maps appear to have a high negative predictive value when excluding the presence of high-grade tumor in untreated patients regardless of their enhancement characteristics on T1-weighted MRI. In low-grade gliomas, homogeneous low rCBV is found whereas higher grade tumors display both low and high rCBV components [85]. CBV maps can therefore be used to direct stereotactic biopsy to areas where the highest tumor grade may be found [86, 87]. Other potential uses of T2*W imaging in patients with brain tumors include distinguishing radiation necrosis from recurrent disease, determining prognosis, and monitoring response to radiotherapy [77]. T2*W imaging techniques have not as yet been used to evaluate anti-angiogenic/anti-vascular treatments.

C. T1-Weighted Imaging

I. Pathophysiological Basis

Extracellular contrast media readily diffuse from the blood into the EES of tissues at a rate determined by the permeability of the capillaries and their surface area. T1 relaxation time shortening caused by contrast medium is the mechanism of tissue enhancement seen. Most DCE-MRI studies employ gradient-echo sequences (short repetition and echo times employing large flip angles) to monitor the tissue-enhancing effects of contrast media. This is because gradient-echo sequences have good contrast medium sensitivity, good SNR, and data acquisition can be performed rapidly. The degree of signal enhancement seen on T1-weighted images is dependent on a number of physiological and physical factors. These include tissue perfusion, capillary permeability to contrast agent, volume of the extracellular leakage space, native T1-relaxation time of the tissue, contrast agent dose, imaging sequence used, parameters utilized, and machine scaling factors [88, 89].
FIGURE 13.7 Multifunctional vascular characterisation of brain oligodendrogloma. (a) Top left. Axial T2-weighted MR image of a transformed malignant cerebral oligodendroglioma. A large necrotic mass is seen in the frontal lobe. Tumour extends across the midline. High signal areas within the mass are presumed to represent necrosis. (b) Top right. Relative cerebral blood volume (rCBV) map at the same slice location. The tumour is noted to be markedly hypervascular with a blood volume equal to or greater than normal cortical grey matter. Note that the areas of highest blood volume are not immediately adjacent to the areas of necrosis. (c) Bottom left. Transfer constant (K_{trans}) map (maximum transfer constant displayed = 1 minute^{-1}). The areas of highest permeability surface area product (transfer constant) are noted in the centre of the tumour. In particular, there are areas of high transfer constant immediately adjacent to the areas of necrosis seen in the axial T2-weighted image. The distribution of transfer constant values does not match the distribution of relative cerebral blood volume spatially. (d) Leakage space (v_e) map. Maximum leakage space demonstrated 100%. There is a good spatial match of leakage space with transfer constant values. See Color Plate 20.

2. Quantification

Signal enhancement seen on a dynamic acquisition of T1-weighted images can be assessed in two ways: by the analysis of signal intensity changes (semiquantitative) and/or by quantifying contrast agent concentration change using pharmacokinetic modeling techniques [90]. Semiquantitative parameters describe tissue signal intensity enhancement by using a number of descriptors. These parameters include onset time (time from injection to the arrival of contrast medium in the tissue), initial and mean gradient of the upsweep of enhancement curves, maximum signal intensity, and washout gradient. As the rate of enhancement is important for improving the specificity of examinations, parameters that include an additional time element have been introduced (e.g., maximum intensity time ratio; MITR [91] and maximum focal enhancement at one minute [92, 93]). The shape of time signal intensity curves has also been correlated with breast lesion histology [94]. Semiquantitative parameters
are advantageous because they are straightforward to calculate but have a number of limitations. These include the fact that they do not accurately reflect tissue contrast medium concentration or the vascular end point of interest (tissue perfusion). Semiquantitative estimates are also subject to the variabilities of scanner manufacture and examination settings (including gain and scaling factors). These limitations can and do make between-patient and system comparisons difficult.

Quantitative techniques use pharmacokinetic modeling algorithms that are applied to tissue contrast agent concentration changes. The signal intensity changes observed during a dynamic enhancement acquisition can be used to estimate contrast agent concentration in vivo (Figure 13.8) [90, 95, 96]. Concentration-time curves are then mathematically fitted using one of a number of recognized pharmacokinetic models (Figure 13.9) [97]. Examples of modeling parameters include the volume transfer constant of the contrast agent.

**FIGURE 13.8** Converting signal intensity into contrast concentration and model fitting; data obtained from a patient with invasive ductal cancer. (a) Top-right. This early subtraction image (90 second image following contrast medium minus pre-contrast image) demonstrates a large heterogeneously enhancing mass characteristic for malignancy. This mass is applied to the anterior chest wall. There is a central area of non-enhancement presumably representing an area of necrosis. (b) Top-left. Signal-intensity time curves for the two regions of interest shown in the early subtraction image. Regions of interest are taken from the edge of the enhancing tumour (O) and normal tissue (•). (c) Bottom-right. Conversion of signal intensity information into contrast agent concentration is performed according to the method described by Parker et al. The model fitting (continuous line) is done using the Tofts' model. Model fitting is performed after calculation of time of onset of enhancement. (d) Bottom-left. Model fitting is done on each pixel and colour parametric maps ($K_{trans}$) are displayed. See Color Plate 21.
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FIGURE 13.9 Compartments assumed for the Tofts' model and parameters obtained. K\text{\textsubscript{trans}} = transfer constant, k\text{\textsubscript{ep}} = rate constant, V\text{\textsubscript{e}} = extravascular, extracellular leakage space.

(K\text{\textsubscript{trans}} - formally called permeability-surface area product per unit volume of tissue), leakage space as a percentage of unit volume of tissue (V\text{\textsubscript{e}}), and the rate constant (k\text{\textsubscript{ep}} also called K\text{\textsubscript{21}}). These parameters are related mathematically (k\text{\textsubscript{ep}} = \frac{K\text{\textsubscript{trans}}}{V\text{\textsubscript{e}}}) and recently have been reconciled with others that appear in the literature [98]. It is important to note that in tissues with highly permeable vessels, the rate at which the contrast medium enters the EES is limited by perfusion and in this situation the transfer constant (K\text{\textsubscript{trans}}) is equivalent to the plasma flow per unit volume of tissue [98]. In a tissue such as the brain where an intact blood-brain barrier is present, the rate at which the contrast medium enters the EES is limited by vessel permeability and in this situation, K\text{\textsubscript{trans}} is equivalent to permeability surface area product. In malignant tumors, vessels in general are more permeable than normal tissues but are heterogeneously distributed, therefore, K\text{\textsubscript{trans}} reflects a combination of permeability surface area product and perfusion. Quantitative parameters are more complicated to derive compared to those derived semiquantitatively. The model chosen may not fit the data obtained, and each model makes a number of assumptions that may not be valid for every tissue or tumor type [97, 98]. Nonetheless, if contrast agent concentration can be measured accurately and the type, volume, and method of administration are consistent, then it may be possible to directly compare pharmacokinetic parameters acquired serially in a given patient and in different patients imaged at the same or different scanning sites [99].
3. Analysis Methods and Display

Analysis methods and presentation of DCE-MRI data vary in the literature. Most dynamic MRI studies apply user-defined regions of interest (ROI) (Figure 13.8). ROI methods yield enhancement curves with good SNR, but lack spatial resolution and are prone to partial volume averaging errors. It should be recognized that the placement of ROIs can have profound effects on the outcome of the analysis. In its simplest form, an ROI encompassing the whole tumor is drawn from which an average enhancement curve is extracted. This method ignores heterogeneity of tumor enhancement by assuming that the averaged kinetic parameter estimate equates to those that would be obtained from individual pixels. This method is acknowledged to be inappropriate [73, 80, 84] because many malignant tumors show markedly heterogeneous areas of enhancement (an important diagnostic feature). This regional variability of enhancement probably reflects variations in microvessel density [100–102] such as vascular endothelial growth factor (VEGF) expression, areas of fibrosis, avascularity, and necrosis [67, 103]. Therefore, selective sampling of regions within a tumor is used by most researchers based on the premise that the discrimination of lesions is improved [104].

Another approach of displaying dynamic data is by pixel mapping (Figures 13.7 and 13.8). This method depicts quantitative enhancement information as color maps exactly co-registered with anatomic images on a pixel-by-pixel basis. This type of display has a number of advantages, which include an appreciation of heterogeneity of enhancement and removal of the need for selective placement of user-defined ROIs. The risk of missing important diagnostic information and of creating ROIs that contain more than one tissue type is thus reduced. Pixel mapping techniques have the disadvantages of having poorer SNR and require specialist software for their generation [95, 105]. Although visual appreciation of heterogeneity is improved by pixel displays, quantification of the same is more difficult. Recently, histogram analysis has been used to quantify the heterogeneity of tumors for comparative and longitudinal studies and for monitoring the effects of treatment. It can also show the regression or development of angiogenic hotspots [106, 107]. Simple frequency distributions are plotted and numerical descriptive statistics quantify the variability therein.

4. Validation

Many studies have attempted to correlated tissue MR enhancement with immunohistochemical microvessel density (MVD) measurements (Table 13.3) [61]. Many studies have found that vascular density in malignant tissue is higher than normal in the parenchyma, but there is an overlap with benign lesions including inflammatory and proliferative processes [108, 109]. Some studies have shown a broad correlation between MR enhancement and MVD [109–112], whereas others have found no correlation [113, 114]. Experience shows that factors other than MVD must be important in determining the degree of tissue enhancement. For example, in the brain, retina, and testis high vascular density and capillary permeability estimates do not correlate because of an intact capillary-interstitial space barrier. Recently VEGF, a potent vascular permeability and angiogenic factor, has been implicated as an additional
explanatory factor that determines MR signal enhancement. Knopp et al. [115] reported that vascular permeability to contrast media closely correlated with tissue VEGF expression in breast tumors. In tumors without significant VEGF expression, a linear correlation of $K_{21}$ (now called rate constant or $ke_p$ and MVD) was seen. Once tissue VEGF staining became prominent, then $K_{21}$ increased rapidly, independently of MVD. The importance of the role of VEGF in determining microvascular permeability is supported by the spatial association of hyperpermeable capillaries and VEGF expression on histological specimens [116, 117]. A correlation between serum VEGF levels and rectal tumor transfer constant values has recently been reported [118]. Furthermore, the observation that MR kinetic measurements can detect suppression of vascular permeability after anti-VEGF antibody [119] and after the administration of inhibitors of VEGF signaling [120] lends weight to the important role played by VEGF in determining MR enhancement. Other characteristics that have been correlated with enhancement patterns include the degree of stromal cellularity and fibrosis [67, 103] and tissue oxygenation [114].

5. Clinical Experience

Analysis of enhancement seen on dynamic T1-weighted images has been found to be a valuable diagnostic tool in a number of clinical situations. The most established role is in lesion characterization where it has found a role in distinguishing benign from malignant breast and musculoskeletal lesions [92, 121]. Simple observations from time signal-intensity curves have shown that malignant tissues generally enhance early, with a rapid and large increase in signal intensity compared with benign tissues, which in general show a slower increase in signal intensity. In the breast, a clear overlap of enhancement rates of benign and malignant breast lesions is seen [91, 92, 122–126]. Breast fibroadenomas in particular demonstrate enhancement patterns similar to that of invasive cancer [127]. Non-malignant tissues such as benign prostatic hyperplasia also enhance avidly with an enhancement pattern similar to prostate cancer [128, 129]. Dynamic T1-weighted MRI studies have also been found to be of value in staging gynecological malignancies and bladder and prostate cancers [130–132].

DCE-MRI is also able to predict response or monitor the effects of a variety of treatments. These include neoadjuvant chemotherapy in bladder and breast cancers and bone sarcomas [133–136]. In breast cancer, for example, it has recently been shown that a decrease in transendothelial permeability accompanies tumor shrinkage, and that an early (1–2 cycles of chemotherapy) increase or no change in permeability can predict non-responsiveness [137]. Other treatments that can be monitored include radiotherapy of rectal and cervix cancers [106, 138], androgen deprivation in prostate cancer [139], and vascular embolization of uterine fibroids [140–142]. All of these studies show that successful treatment results in a decrease in the rate of enhancement, and that poor response results in persistent abnormal enhancement however judged (semiquantitatively or quantitatively). Most recently, enhancement parameters have been shown to predict survival in patients with cervix cancers; that is, tumors with fast initial rate of enhancement or vascular permeability were more likely to have a poorer prognosis [143] despite having a
higher radiotherapy response rate [144]. DCE-MRI studies have also been found to be of value in detecting tumor relapse within treated tissues of the breast and pelvis [123, 145-151]. For example, in the breast, early rapid enhancement is reliable at discriminating between scar tissue and recurrent tumor. Many studies now suggest that recent surgery and prior radiotherapy can result in false positive results when evaluating the activity of residual disease [149, 150].

6. Clinical Experience in Anti-Angiogenesis/Anti-Vascular Studies

About 50 patients at two UK institutions (Royal Marsden Hospital and Mount Vernon Cancer Treatment Centre, London) have been evaluated by DCE-MRI in phase I clinical trials of anti-angiogenic/anti-vascular agents. The aim of both studies was to seek biological evidence of drug action in early clinical trials. These studies have evaluated the dose-related effects of two compounds on blood vessel permeability in metastatic solid tumors using DCE-MRI. The Royal Marsden study evaluated the anti-angiogenic compound SU-5416, a small molecule inhibitor of the VEGF receptor FLK-1/KDR [152, 153]. Recently, SU-5416 has been shown to induce endothelial and tumor apoptosis in a xenograft model of colon cancer liver metastases [154]. The Mount Vernon Cancer Treatment Centre study is part of a CRC trial to evaluate the drug combretastatin phosphate (CA4P). CA4P is a tubulin binding agent that has been shown to have vascular targeting activity in preclinical models, which causes rapid tumor vascular occlusion [28]. It has also been shown to increase permeability in endothelial cell monolayers in vitro, and in the first few minutes after treatment in tumors in vivo [155] the mechanism of which appears to be changes in endothelial shape [156].

Patients were chosen on the basis of evaluable disease at anatomic sites with little physiological motion. As a result, many patients with lung and liver lesions were excluded as potential candidates unless the volume of disease was large (leading to fixity of these organs). Patients evaluated included those with brain masses, head and neck tumors, bony disease, or large pelvic masses. Despite these precautions, a number of patients were subsequently excluded from final analysis because of significant physiological motion. The CA4P trial incorporated a reproducibility study as part of the study protocol. To date there has been little published material on the reproducibility of DCE-MRI examinations between sessions on different days. This important aspect is considered further in Section IV.D.3. Both trials evaluated morphological and functional responses to the treatments. The CA4P study used a manual i.v. contrast injection procedure whereas the SU-5416 study used a mechanical power injector. The importance of consistent and reproducible delivery of contrast medium is also discussed in Section IV.D.3. The Mount Vernon reproducibility study recently reported three unreliable injections of the contrast medium due to fracturing of glass syringes, and leakage of contrast medium at the site of the i.v. cannula [157]. Similarly, the SU-5416 study reported unreliable mechanical injections in a number of patients and extravasations of contrast medium were also noted [158]. The data acquisition protocols for the two studies were similar; 5-slice saturation recovery Turbo-FLASH (fast low-angle shot) sequence for SU-5416 study [96] and,
spoiled gradient echo sequence (FLASH) sequence [90] for the CA4P trail. Analysis methods for both studies were similar with the Tofts’ model applied to the change in contrast medium concentration (Section IV.C.2). ROIs were drawn to include the whole tumor edge where possible excluding pulsatility artifacts from blood vessels and susceptibility artifacts from bowel. ROIs were also drawn in areas of skeletal muscle, which served as a normal tissue control. Some patients had a large number of pixels with modeling failures that resulted in unreliable parameter estimates, and this aspect is discussed in Section IV.D.2. An assessment of the shape of the contrast medium concentration time curves for these pixels suggests a significant vascular contribution (Figure 13.10). The estimation of kinetic parameters was therefore inaccurate, as the Tofts’ model assumes no contribution of the intravascular compartment. Significant reductions in kinetic parameter estimates were observed in both trials (Figure 13.11) [158, 159].

D. Challenges for DCE-MRI Examinations

1. Imaging Protocol Standardization

No standardized, generally accepted technique has emerged for DCE-MRI examinations. This has resulted in difficulties in making meaningful comparisons between different cancer types and between data from different imaging centers. It is recognized that high-resolution and short imaging time represent competing examination strategies on current equipment and software. Higher temporal resolution imaging necessitates reduced spatial resolution, decreased anatomic coverage, or a combination thereof. Higher temporal resolution techniques appear to improve specificity of T1-weighted examinations because of better characterization of signal intensity time curves; one study has suggested that characterization of breast lesions is optimal using 1- to 2-second image acquisition times [122]. Even though data collection procedures for quantitative examinations differ from those used in routine clinical practice, there is debate on which technique(s) is best [95, 160, 161]. A standardized method for T1-weighted data collection has recently been published [61]. Currently, DCE-MRI studies are performed in body parts where there is little physiological movement, but motion compensation techniques based on navigator technologies may overcome these restrictions and allow application of these techniques to organs such as the liver and lungs.

2. Methods of Quantification and Modeling

As previously discussed, simple morphologic and semiquantitative analyses work well in a number of clinical situations. However, it is important to realize these semiquantitative diagnostic criteria cannot be simply applied from one center to another, particularly when different equipment and sequences are used. For example, it is known that the baseline signal intensity for any given tissue will differ by the choice of machine type even if identical sequences are used. Thus, the calculation of the degree of enhancement (e.g., percentage increase in signal intensity from baseline) can be profoundly
FIGURE 13.10  Significant vascular contribution leading to modelling failure. (a) Time signal intensity curve from the centre of metastatic tumour (black arrow in b) and superior sagittal sinus (O – white arrow in b). The shape of the signal intensity time curves are very similar suggesting that there is a large vascular contribution to the signal obtained from the tumour. Such curves cannot be fitted to the Tofts’ model, which results in a large number of modelling pixel failures as shown on the transfer constant map (b). See Color Plate 22.
affected. Consequently, the degree of enhancement that distinguishes one tissue from another on a particular machine type may give erroneous results on another. Quantification techniques aim to minimize these variabilities and thus allow comparisons between and within patients and between different imaging centers. Furthermore, quantification techniques enable the derivation of kinetic parameters that are based on some understanding of physiological processes and thus can provide insights into tumor biology. Quantitative techniques are therefore the preferred method of evaluating anti-angiogenic and anti-vascular treatments.

Experience shows that the model chosen may not fit the data acquired (modeling failures) (Figure 13.10) and that apparently sensible kinetic values...
Figure 13.11 (Continued)
may be obtained even from noisy data. The causes for modeling failures are complex and often not well understood and include high permeability situations (i.e., when the intravascular contrast medium concentration cannot be maintained due to marked leaky vessels in the setting of limited blood flow), high tissue blood volume, multiple tissue compartments, and an incorrect arterial input function. We do not have models that fit all acquired data and more sophisticated, multicompartment models that provide insights into tissue compartment behavior are needed [162].

3. Precision of Measurements

Measurement error is the variation between measurements of the same quantity on the same individual. An estimate of measurement error enables us to decide whether a change in an observation represents a real change. An important question that needs addressing is the precision and measurement variability of DCE-MRI parameter estimates. These data are urgently needed and should be an integral part of any new prospective study that uses DCE-MRI data to evaluate new anti-angiogenic/anti-vascular drugs. We have recently reported that tumor leakage space and maximum enhancement are highly reproducible variables and that quantitative parameters such as Ktrans and gradient of enhancement are more variable [157]. The factors that determine measurement error need to be defined for a given quantitative modeling technique. An example is the input function, which is an estimate of the delivery of the contrast medium to the tissue in question. The precision of perfusion and permeability estimates is dependent on the compactness of the contrast medium bolus injection and in this regard, the recent availability of MR-compatible automated injection devices is particularly welcome. The effect of the measured arterial input function on the precision of kinetic parameter estimates can be quantified using mathematical simulations. However, a reliable method for measuring and incorporating input function into DCE-MRI studies has not yet emerged.

4. Validation of DCE-MRI Techniques

Any imaging assay of tumor microvascular characteristics that seeks to define the state of tumor angiogenesis must be rigorously compared to accepted surrogates of angiogenesis, even if they are imperfect. Unfortunately no single imaging assay or surrogate may be adequate to reflect the whole spectrum of events involved in angiogenesis. Nonetheless, to keep the evaluation of new techniques as reasonable as possible, only positive significant correlations with accepted surrogates on angiogenesis should be accepted as supporting evidence for an imaging assay. Commonly used and appropriate surrogates include histologic MVD as counted on factor VIII- or CD34-stained tumor specimens. Also quantitative measures of VEGF, or other known mediators of angiogenesis, in the tumor tissue itself or in the plasma can be compared to MRI assay results [61]. Similarly, DCE-MRI techniques should also be tested against other imaging techniques that measure vascular function including ultrasound, PET, and computed tomography [62–64].
E. Promising New MR Approaches

1. Simultaneous Perfusion and Permeability Imaging Using ECF Agents

Technical developments in MRI hardware and software are continuing and more rapid, high-spatial resolution and simultaneous T1 and T2* data acquisition techniques have been described [163–165]. The ability to simultaneously acquire spatially registered perfusion and permeability data will enable the interrelationship between diverse parameters to be appreciated and correlated with morphological appearances (Figure 13.7).

2. Macromolecular MR Assays of Microvascular Function

MRI assays of tumor angiogenesis using macromolecular contrast agents (MMCM) should be feasible soon. MMCM-enhanced MRI assays of tumor microvessel characteristics include vascular permeability (kPS) and the fractional plasma volume (fPV) [166]. As noted above, high permeability of ECF contrast media is observed both in normal and in tumor microvessels. This accounts, at least in part, for the variability of the clinical results described. Physiologists have observed that the microvessels of cancer are hyperpermeable to macromolecules, a feature largely absent in normal vessels [167, 168]. Hyperpermeability to macromolecules is considered important, even essential, to angiogenesis because it allows plasma proteins to seep into the tumor interstitium forming the matrix for the subsequent in-growth of new capillaries. Data analyses in animal models have shown good correlation between MRI-derived assays of tumor kPS and fPV with histologic MVD [169, 170]. Preclinical studies have also demonstrated that MMCM-enhanced MRI could identify and measure the effect of an anti-VEGF antibody [119]. This study showed that MMCM estimates of permeability were highly sensitive to angiogenesis modulation as early as 24 hours after a single dose of anti-VEGF antibody (kPS declined a dramatic 98%). The fractional plasma volume did not change significantly, which suggests that this characteristic, dependent on vessel morphology (MVD and surface area), is less sensitive than permeability to inhibition of VEGF. As yet, however, the ideal macromolecular MRI contrast media for use in clinical studies of anti-angiogenesis/anti-vascular drugs has not been identified. A major research goal is to identify one or more MMCM agents that are suitable for development as clinical pharmaceuticals.

3. Imaging Vascular Function Using Hemoglobin as a Contrast Agent

Analysis of vascular function can be accomplished by using deoxyhemoglobin as an intrinsic, paramagnetic contrast agent (blood oxygenation level dependent or BOLD contrast) [171]. Gradient-echo T2*-weighted images that are sensitive to changes in blood volume, blood oxygenation, and blood flow are used (Figure 13.12). BOLD contrast can be used for mapping changes in blood volume fraction, and vascular functionality associated with angiogenesis [172, 173]. Vascular function can be evaluated by analysis of BOLD contrast changes in response to hyperoxia and hypercapnia [172, 174]. Clinical application of this method revealed high signal enhancements in
FIGURE 13.12  BOLD contrast for mapping tissue oxygenation and blood flow. (a) Top image. Axial T2-weighted image of the pelvis in a patient with a large metastatic leiomyosarcoma in the left iliac bone. Bony destruction is visible with displacement of muscles from the bones. (b) Bottom image. BOLD (Blood oxygenation Level Dependent) image at the same level shows marked heterogeneity in signal intensity within the tumour that is not readily appreciable on the anatomical image (a). High signal areas are seen adjacent to the bone and is also visible close to the iliac vessels (labelled as CIA = common iliac artery and CIV = common iliac vein in a). High signal probably relates to the delivery of oxygenated blood via vessels from the bone and iliac vessels.
response to carbogen inhalation in human tumors [175, 176]. Taylor et al., also reported that human studies are technically challenging [176]. The primary advantage of the intrinsic contrast is that there is no need to administer contrast material. Measurements can be repeated as needed with almost no limitation. BOLD contrast is not sensitive to fluctuation in permeability. A major reservation for intrinsic contrast imaging is the reduced contrast to noise ratio in the images obtained.

V. CONCLUSIONS

PET methodology is being developed to enable evaluation of pathophysiology and pharmacodynamics in oncology. The high sensitivity and specificity of PET assays allow the mechanism of drug action to be assessed in patients. There are, however, difficult methodological challenges in ligand/tracer discovery, radiochemistry, data processing, and modeling. These challenges need to be overcome to fully realize the potential of PET in clinical trials of novel cancer therapeutics.

There are definite clinical needs to develop non-invasive, imaging assays of tumor angiogenesis. Such imaging techniques will have a central role in the evaluation of novel anti-angiogenesis therapies [177]. DCE-MRI is one of a number of MRI techniques that evaluates tumors with respect to their state of angiogenesis. There are a number of requirements that need to be met before DCE-MRI techniques can become mainstream diagnostic tools. Requirements include agreed protocols for data acquisition, analysis, and presentation methods. Appropriate imaging processing and visualization tools will be needed to achieve this. New image acquisition techniques able to sample the whole tumor volume will also be needed, particularly if the technique is to be extended to organs with significant physiological motion. In time, macromolecular contrast enhanced MRI may become the preferred choice for these evaluations. Given the lead-time between the development of a new therapeutic approach or drug in the laboratory and its evaluation in the clinic, radiologists need to fully evaluate currently available and new imaging methods for evaluating tumor microvascular function.
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I. INTRODUCTION

Novel therapies that effect the biology of human cancer have typically been investigated in four general phases of drug development. Phase I includes dose-escalation studies which assess the safety, tolerability, and pharmacokinetics of the new chemical entity (NCE) and may define dose-limiting toxicities. Phase I, as part of the standard clinical pharmacology evaluation, can also include any drug-drug interaction studies in which the NCE is co-administered with a standard agent(s). At the conclusion of phase I, a dose for phase II trials should have been determined. Phase II trials are designed to assess the early clinical activity of the NCE in patients with a specific tumor type and setting. Phase III trials assess the efficacy of the NCE compared to that of currently available standard therapy. In addition, phase III trials are designed to provide prescribing
information to oncologists and a description of the expected clinical benefit using an end point that physicians, patients, and regulatory authorities would deem as important. Safety and tolerability data are collected from all patients in all phases of clinical development as well as post-approval [1]. Phase IV studies evaluate a novel compound after registration and marketing approval, and can be used to demonstrate activity or efficacy in new clinical settings or with alternative dose regimens in the same setting.

Efforts to incorporate drug development decision analysis into this sequential drug development schema has been the basis of the traditional development milestone method of drug evaluation. The planned results from a clinical study can lead an investigator or sponsor to decide on the future development (PoC) of a drug: continue as planned, end development, or change the clinical development plan. Proof-of-concept uses this well-established system of trial-based milestones and attempts to add more formality to decision making which often links the results from more than one trial together, thus, improving characterization of activity and safety. In comparison, single or multiple phase II studies, performed sequentially and with post hoc decision making (milestones), have been used (currently and in the past) to determine early clinical activity [2, 3] and have effectively screened anti-tumor agents in drug development for several decades.

The establishment of proof-of-concept decision points in clinical development has increased in importance over time. Clinical research resources for large, adequately powered phase III trials (principal investigator's time, institutional commitment, and funding) are limited and patient's commitment to the research process must be matched with the best opportunities for clinical benefit. Creating a method that allows initiation of phase III studies with trial designs and treatment arms more likely to succeed in testing an important experimental hypothesis will better utilize these commitments and resources.

II. PROOF-OF-CONCEPT

A suitable definition of proof-of-concept may be different for each program and drug. In general, it should conform to a standard and demonstrate, in a clinical trial setting, that a measurement reflective of efficacy has been improved by drug administration. The term proof-of-mechanism can be used if the end point studied has minimal correlation to an efficacy end point, but replicates the early preclinical pharmacology findings (e.g., the targeted enzyme is inhibited, the receptor is blocked, etc.) instead. Efforts made to characterize proof-of-concept prior to human dosing can be rewarding, because it requires the investigator or sponsor to acknowledge that certain questions must be addressed, such as:

1. What level of efficacy is the NCE capable of achieving?
2. Is there a surrogate end point that is well correlated to the efficacy end point?
3. What clinical strategy can assess efficacy in an expedited manner?
III. ELEMENTS OF “THE CONCEPT”

The concept in the early stages of a drug development program is that the tested therapeutic intervention will lead to a salutary effect in a specific setting and in a predictable manner. This concept is then formally confirmed in adequately powered phase III trials; often requiring two well-controlled randomized studies in the same patient setting. Generating an early framework for the phase III study design is important in planning the early drug development milestones and proof-of-concept. When the proof-of-concept is determined for an NCE, the planning is initiated prior to the first time in human dosing. This planning process may involve the 18 to 36 months prior to the start of phase III trials. When the NCE does not operate by a novel mechanism, but is perhaps an analog of an approved agent, the planning process is greatly assisted by reviewing the development program of an established drug. When the NCE is an analog of a well-described chemical series, review of the literature and attendance at public regulatory advisory committees can provide important background of the established agent’s drug development path.

Finalization of these phase III designs is dependent upon selecting an appropriate control arm. Typically a recognized standard of care — as defined in the literature, by oncology societies, or by regulatory authorities — is utilized. For some clinical trial control arms, a novel regimen may be selected when it appears likely to become established as the new standard of care during the conduct of the trial. Similarly, an ideal proof-of-concept program will end with a characterization of the influence of the experimental therapy on the surrogate end point which is related to the final efficacy end point; an end point viewed as important to patients, practicing physicians, and regulatory agencies. If a surrogate marker is identified that correlates with the primary efficacy end point, then the trial design may be simplified and timelines shortened. If a proof-of-concept program with this level of clarity is not possible (which commonly occurs), grouping less compelling early end points from more than one clinical study may suffice as a useful PoC. This occurs when a surrogate marker for a true efficacy end point is not available or does not have sufficient predictive value. These include a variety of proof-of-mechanism end points, pharmacokinetic measurements and well-defined safety end points. Taken together, these early end points may be combined to determine if an NCE should be developed further. Thus, proof-of-concept may not be determined during the initial phase of clinical trials, but after more than one phase II study has been completed.

A. Phase III End Point — Clinical Benefit, Selecting the End Point for PoC

Because the purpose of a proof-of-concept trial is to enhance the confidence that future phase III trials will be positive, agreeing on the proposed phase III primary end point is a key element in planning. The phase III primary end point (when positively influenced by the novel therapy) should represent a clinical benefit that will convince physicians their patients will feel better, delay the onset of tumor-related symptoms, or live longer. If another purpose of the phase III program is to seek regulatory approval, then the primary efficacy
end point (as well as the entire phase III study design) needs to be acceptable to the appropriate agencies. Clinical end points that may be suitable for phase III primary end points of efficacy include [4]:

1. **Overall survival (OS):** This is viewed as the gold standard for efficacy in an oncology trial and addresses a common goal of oncology patients — to live longer. An overall survival end point is frequently used in phase III where registration for marketing is sought throughout the world. Additionally, demonstration of a survival benefit beyond the standard control arm is a frequent end point in non-registration directed trials. These trials, when positive, can rapidly change the standard of care in the studied setting. Although the end point clarity and avoidance of site-based interpretation adds merit to this end point, study timeline considerations reduce its utility in proof-of-concept trials.

2. **Time to disease progression (TTP):** This end point is a frequently recorded secondary end point in phase III trials in which overall survival is the primary end point. TTP may provide a good assessment of treatment effect, but its correlation to overall survival varies by disease setting. When TTP is considered as a surrogate for an overall survival end point, an in-depth validation of this correlation in the specific study setting is advised. TTP, or 1-year progression-free survival, may be particularly useful for cytostatic agents, where few or no objective responses are expected [3, 5, 6]. Although this end point is not subject to cross-over treatment effects, it is dependent on disease assessment timings; typically needs a concurrent, blinded control arm to assure accurate interpretation; and requires substantial time for follow-up, data collection, and expense. When a compound provides anti-tumor activity by providing longer periods of stable disease, this end point warrants consideration for use in proof-of-concept trials.

3. **Reduction of tumor volume (response):** Measurement of this end point is well accepted as a treatment effect, is easily measurable, and can be monitored and reviewed by independent panels. Similarly, there are clear standards for classification of tumor volume reductions that are well accepted [7, 8]. Overall response rate (ORR) is defined as the number of complete and partial responses. Of note, the absence of cytotoxic drug-related tumor reduction in phase I, even at the anecdotal level, has been associated with disappointing results in later clinical development. This has also been called the Von Hoff rule [9].

4. **Reduction of pain:** With the availability of validated pain scales as a clinical research tool, this end point can be reflective of true clinical benefit. When pain scales are used to support the phase III primary end point, a detailed clinical protocol must be included and ancillary staff must be familiar with the administration of this assessment.

5. **Improving a specific quality-of-life measurement** (e.g., fatigue, hot flashes, mucositis, preservation of rectal sphincter function and laryngeal function): Symptoms that substantially impact a patient's perception of well-being can be measured by a validated instrument and have potential to become primary phase III end points [10]. If a symptom-based
drug-related change in a measurable symptom or quality-of-life (QOL) assessment is the only end point in a proof-of-concept (or phase III), suitable attention to study design and validation of the instrument is recommended [4]. If a quality-of-life endpoint can be more objectively measured (preservation of rectal sphincter function or preservation of laryngeal function), then it would be suitable as a proof-of-concept endpoint. Given the cautions associated with this approach, using an additional endpoint to complement a general QOL assessment would be prudent.

6. **Stable disease**: This end point has generally been defined as measurable disease, over time, which does not qualify as formal tumor response or progressive disease; <50% reduction or <25% increase tumor volume. In one setting, patients with tumors showing stable disease while on therapy experienced a similar increase in survival as those with tumors showing a partial response [8, 11]. This end point can be influenced by various factors other than the tested therapy (such as frequency of evaluation), but collection of the data can be useful, particularly if the trial includes a concurrent control. No standard definition of duration of stable disease that is clinically meaningful is widely accepted, which substantially limits the utility of this end point in proof-of-concept studies.

7. **Intraepithelial neoplasia (IEN)**: Several examples of good correlations between IEN and later development of invasive cancer permits this end point to be considered in a variety of proof-of-concept settings (and perhaps be used in phase III treatment and prevention). These settings are well described by a recent AACR task force [12]. Further support for the use of drug-related reduction for IEN as a marker in a proof-of-concept study is seen by the FDA approval of celecoxib for the reduction in the number of adenomatous colorectal polyps in familial adenomatous polyposis (FAP), as adjunct to usual care [13].

**B. Drug-Like Qualities as PoC**

Defining safety and efficacy are the primary elements of a phase III program. If these objectives are not met, it is very unlikely that a NCE will be used clinically or meet regulatory requirements for approval. Beyond the assessment of safety or activity, proof-of-concept can be based on other considerations needed for a successful compound. The term “drug-like qualities” is important to any NCE with a goal of becoming a global therapeutic. Drug-like qualities are those features that would make a compound easy to use and prescribe by health professionals and include clinical pharmacologic characteristics that could be extended to a broader demographic population. When the NCE becomes widely available (post approval), administration will be under the direction of pharmacists, physicians, and nurses; a group of prescribers somewhat different from the principal investigators in phase III trials. Similarly, as a marketed drug, the strict entry criteria of phase III is no longer a requirement for patient access to the NCE and the type of patients receiving the agent may vary from the more specific phase III population. Among the properties that can be assessed as drug-like qualities are characteristics that allow or enhance
an agent's ability to be viewed as a reliable and predictable therapeutic, which is compatible with optimal patient compliance. These characteristics include:

- Bioavailability (average and variability)
- Conditions limiting bioavailability (fasting, antacids, gastrointestinal surgery, etc.)
- Significant drug-drug interactions with therapeutics commonly prescribed to the target population (e.g., P450 inhibition or induction, alteration of drug clearance, protein binding, etc.)
- Size of tablets, number of tablets needed per day, duration of the infusion, frequency of dosing — issues which directly affect patient compliance
- Conditions needed to maintain drug shelf-life (e.g., photosensitivity, decomposition, etc.)
- Comparison of the above qualities with other "competing" therapies
- Substantial change in systemic exposure after chronic dosing (induction or suppression of drug metabolism)
- Known common functional polymorphisms of drug metabolic pathways

C. Safety Profile of the Novel Therapy as PoC

An important component of early-phase clinical studies is the determination of the adverse event profile of the NCE. Assessment of the novel therapeutic's safety profile is an important element in a proof-of-concept decision analysis and, in some settings, the primary element. When a safety end point is the primary component of PoC, estimating the number of patients to adequately characterize the safety profile at the phase III dose level, or dose regimen, is needed prior to the start of these studies. A key component of any study design is the sample size estimation. For example, if the significant adverse event is infrequent, the number of patients needed to successfully evaluate safety as a PoC end point may be larger than that needed for a more common safety end point. Recruiting a patient population that includes the necessary demographics is central to the planning of the proof-of-concept program. The consideration of patient demographics includes both adequate representation of the disease setting and population diversity. Will the proof-of-concept includes a balance of gender, race, age, and metabolic or genetic diversity to predict the safety experience that will occur in phase III trials? Similarly, recruiting patients with a similar tumor setting in the proof-of-concept trial and the later phase III trials strengthens the predictability. The early phase trials typically recruit patients who have therapy-refractory tumors and meet rigid performance status and organ function criteria. When these criteria are applied, the majority of patients recruited to early phase trials includes those with non-small cell lung cancer and colon cancer with minimal consideration for gender, age, and race. For example, if a drug is targeted for a patient population defined by a specific tumor setting (e.g., ovarian cancer refractory to first line therapy or hormone refractory prostate cancer), then the it would be prudent for the proof-of-concept trial to recruit a suitable cohort of these patients. Factors that should be considered in this process include class of drug (is it completely novel or an analog of an established class); information suggesting a potential for rare, serious adverse events [14]; and variability of drug
exposure within a given dose level. Statistical estimation of the incidence of unacceptable adverse events may be applied in the proof-of-concept strategy. For example, if the degree of grade 3 and 4 neutropenia produced by an NCE (or regimen) must not exceed a predetermined incidence, then the early phase trials can be designed to detect this event within estimation of a confidence interval. Thus, exceeding a predetermined level of severe neutropenia would lead to a negative proof-of-concept (or that element of a multi-component proof-of-concept).

IV. APPLICATION OF SURROGATE END POINTS IN PROOF-OF-CONCEPT DECISION MAKING

The decision-making element of proof-of-concept studies can be underscored by the assessment of a surrogate end point during the dosing period of the NCE. When considering biomarker or surrogate end points (one or several) as a basis for enhancing confidence that a phase III end point can be achieved, several criteria need to be considered [15].

Preclinical studies provide one basis for selecting a proof-of-concept end point. Laboratory-based pharmacology studies have advantages of a carefully controlled environment, assurance of an adequate number of homogenous study models (in vivo or in vitro), opportunities to characterize the dose-effect curve, and the use of positive and negative controls. Potential disadvantages in relying on preclinical studies for the only proof-of-concept end point include poor interspecies correlation of the agent’s pharmacokinetics, variability of the pharmacodynamic correlate surrogate end point, and divergence of dose-effect between the preclinical species and patients with cancer. When approached systematically with an understanding of the rigor of the model, important supportive information can be gained. An example underscoring the complete understanding of the preclinical model, along with the human disease to be studied, is described by Houghton [16]. It is shown that wider testing of dose-effect, schedule dependence, and understanding of variation in target cell vulnerability can correctly extend preclinical learning to the clinic. In this example, longer systemic exposure of the drug is essential for effect (Figure 14.1) and was not so identified in prior studies.

A. Assessment of Mechanism: The Type 1 EGFR Receptor Kinase Inhibitor

ZD1839 (geFitinib) provides an example of preclinical models that can be validated in the clinic. Initial preclinical reports described a variety of human tumor cell lines that overexpressed the EGF receptor and demonstrated kinase inhibition when exposed to low concentrations of the experimental agent [17]. These studies also demonstrated drug-related inhibition of tumor growth in vivo. This preliminary finding was expanded to link the drug-related inhibition of the kinase with in vivo tumor reduction by producing the important dose-effect correlation [18] (Figures 14.2 and 14.3). More important, demonstration that this salutary effect was also seen and enhanced when ZD1839 was co-administered with standard chemotherapy agents provided support for use of the new agent in a wider variety of patient settings.
FIGURE 14.1 Schedule-dependent efficacy of irinotecan. (a) Growth of NB-1691 childhood neuroblastoma xenografts after irinotecan treatment in mice treated with a drug vehicle; (b) irinotecan, administered at a dose of 40 mg/kg for 5 days [(dx5)1] schedule; (c) or irinotecan, given at 10 mg/kg for 5 days on 2 consecutive weeks [(dx5)2]. Note that mice in group B received a total of 200 mg/kg of irinotecan, whereas those in group C received only 100 mg/kg [16]. (Figure 14.4). An important correlation in patients has been shown between drug-related reduction of the target kinase and tumor reduction [19, 20].

B. Scanning Assessments

Scanning techniques offer a non-invasive method for monitoring the size, and occasionally the function, of a tumor. Traditional X-rays and tomography offer reproducible, standardized universally available methods of quantifying tumor size. These techniques allow changes in tumor size, which is used to determine the response to therapy, to be assessed during the time of dosing. In addition, the results may later be viewed by an independent review panel. Because response rate, in some settings, can be a useful component of proof-of-concept, this should be assessed whenever preclinical studies suggest that tumor volume reduction is a potential drug-effect in a patient with cancer.
FIGURE 14.2 (a) dose-dependent growth-inhibitory effects of ZD-1839 on the soft agar growth of human ZR 75-1, MCF-10A ras, OVCAR-3, and GEO cell lines. Cells were treated with the indicated concentrations of ZD-1839 each day of 5 consecutive days. Colonies were counted after 10–14 days. Data represent the averages of three different experiments, each performed in triplicate; bars, SD. (b) Dose-dependent induction of programmed cell death by treatment with ZD-1839 in human ZR-75-1, MCF-10A ras, OVCAR-3, and GEO cell lines. Cells were treated each day of 3 days with the following doses of ZD-1839: columns 1, untreated controls; columns 2, 0.05 μM; columns 3, 0.01 μM and columns 4, 1 μM. Analysis of apoptosis was performed 4 days after the beginning of treatment. Data represent the averages of quadruplicate determinations; bars, SD [18].

Newer methodology, such as positron emission tomography (PET) offers an opportunity to assess selected functional characteristics of a tumor and, with multiple assessments over time, a drug-effect. Several examples have recently been highlighted [21], which include a trend toward increased uptake of the active agent temozolomide as [11C] temozolomide in those patients who have longer response duration. Another example demonstrating the utility of PET scanning to determine a functional end point can be demonstrated in patients with colorectal cancer co-administrated [18F] 5-fluorouracil and eniluracil (a potent inactivator of dihydropyrimidine dehydrogenase, the rate-limiting enzyme for 5-FU catabolism) [22]. PET scans have shown increased uptake of
FIGURE 14.3 Dose-dependent inhibition of EGF-induced EGFR autophosphorylation by ZD-1839 in human MCF-10A ras cells. Serum-starved MCF-10A Ha-ras cells were treated for 3 h with the indicated concentration of ZD-1839, followed by addition of complete medium containing EGF (50 ng/ml) for 15 min. Protein extracts were then immunoprecipitated with the MAb C225 anti-EGFR monoclonal antibody, resolved by a 7.5% SDS-PAGE and probed with either the PY20 anti-P-tyr monoclonal antibody (top) or an antihuman EGFR monoclonal antibody (bottom). Immunoreactive proteins were visualized by enhanced chemiluminescence [18].

\[^{18}F\] 5-fluorouracil when co-administered with eniluracil, which suggests that there is added exposure of the active therapy (5-FU) within the tumor when the catabolic enzyme is inhibited. A third example demonstrating the importance of functional has been shown in breast cancer patients who are administered a tracer dose of glucose or methionine before and after polychemotherapy [23]. Results showed that some patients who showed tumor reduction by conventional techniques at 9–12 weeks demonstrated an earlier indication of response by PET at 6–13 days. Also, the methionine tracer may have provided better tumor definition than the glucose tracer. These three examples of PET scan capabilities suggest this modality can provide proof-of-mechanism data and, possibly in the future, provide an early correlate for efficacy.

C. Serum Biomarkers

The use of serum markers as surrogate end points in proof-of-concept studies has been tested in several settings. Advantages of this strategy include the general availability of many assays for testing in clinical chemistry labs, clinical acceptance of the marker as an indicator of disease recurrence, and a large body of literature validating its use in selected settings. Careful evaluation of the correlation of the serum marker to a therapy-induced clinical benefit is essential if it is to be considered as a surrogate end point in a proof-of-concept trial. The use of serum prostate-specific antigen (PSA) to monitor disease recurrence in prostate cancer is well accepted as a surrogate of disease recurrence [24]. Its use to monitor drug-effect in patients with hormone-refractory prostate cancer in specific settings has acceptance as changes in PSA levels correlated with patient benefit, and some agreement has been reached in defining response and progression criteria. Furthermore, clinical studies suggest a good correlation for therapy-related decreases in serum PSA and patient survival, in particular, substantial
decreases in serum PSA (>50% from baseline) [25]. This concept was applied in two prospective randomized studies that led to the marketing approval of mitoxantrone by the Food and Drug Administration (FDA). One study suggested [26] a “palliative response correlated with a decrease in serum PSA level, but the decrease was a poor discriminant between patients who did and did not achieve a palliative response.” The second study showed an improved PSA response in the experimental arm, but no survival or palliative advantage [27]. When these two trials were presented in a public forum as a new drug application, the experimental arm showed improved palliative responses, TTP, and serum PSA (decrease >75% from baseline) in study 1, but no effect on survival. The second study showed that the experimental therapy led to an improved PSA response and TTP, but had no influence on survival [28]. In this study, the decrease in PSA did correlate to a clinically meaningful benefit as measured by palliative measurements and TTP, but not to improved survival. In this example, selection of two primary end points was prudent and led to marketing approval of mitoxantrone. It has been demonstrated that PSA levels can rise following administration of certain differentiating agents, thus, the usefulness of a PSA response must be validated in each clinical setting. Analysis of serum PSA as prostate-specific antigen doubling time (PSA-DT) has added additional refinement to the correlation of this surrogate to a true disease end point [29]. The clinical end points that are better estimated by PSA-DT, compared to PSA, include survival after primary treatment (surgery or RT), treatment failure, and TTP.

An example of limitations of using a serum marker as a surrogate for a traditional trial end point was demonstrated in the initial trials investigating marimastat in patients with ovarian cancer. The initial phase II study recruited 415 patients with advanced ovarian, prostate, pancreatic, and colorectal cancer who had a documented 25% rise in CA-125, PSA, CA19-9, or CEA, respectively, during the run-in screening period. Of the 415 patients, 132 had advanced ovarian cancer. These data were presented by combining the patient data from all four tumor types and classifying the response of the specific serum tumor markers as a combined analysis of biologic end point [30]. The conclusion showed a salutary drug-effect on tumor markers. However, when the phase III trial was conducted, no benefit on overall survival was seen in patients with ovarian cancer receiving marimastat with standard chemotherapy compared to standard chemotherapy alone [31]. In this setting, the use of serum CA-125, in addition to other serum makers, as a proof-of-concept did not predict the phase III outcome.

Since the time of clinical testing marimastat using a serum CA-125 biomarker, refinement on the definition and utility of applying changes in serum CA-125 to characterize response and progression occurred [32, 33]. Among these important efforts, which raise the predictability of serum CA-125 as a clinically related end point, includes the comparison of CA-125 response to the standard response evaluation criteria in solid tumors (RECIST) [34]. These authors suggest that newer approaches to analysis of this biomarker “... indicates that CA-125 response criteria are a better prognostic tool than RECIST in the second line treatment of ovarian carcinoma . . . .” In addition, a scholarly, multidisciplinary review of this topic [35] has concluded that “CA-125 should be used routinely in phase II clinical trials to support go/no go decisions for
FIGURE 14.4 Antitumor activity of ZD-1839 treatment in combination with cytotoxic drugs on established GEO human colon carcinoma xenografts. Mice were injected s.c. in the dorsal flank with $10^7$ GEO cells. Three different experiments with a total of 40 mice for each experiment were performed. In each experiment, each group consisted of 10 mice. Data represented the averages, bars, DS. In each experiment, after 7 days (average tumor size, 0.2–0.2 cm$^3$), the mice were treated i.p. on days 1–5 of each week for 4 weeks with ZD-1839, 2.5 mg/dose, alone or in combination with paclitaxel (Taxol:A), 20 mg/kg/dose, on day 1 of each week for 4 weeks: with topotecan, (c) 2 mg/kg/dose on day 1 of each week for 4 weeks: or with raltitrexed (Tomudex:E) 12.5 mg/kg/dose, on day 1 of each week for 4 weeks. For each experiment, the Student’s t-test was used to compare tumor sizes among different treatment groups at day 35 after GEO cell injection.
further development.” The establishment of serum CA-125 as a useful biomarker in the proof-of-concept decision process has progressed over time to allow this biomarker to be considered as a go/no end point in a specific patient population.

V. SELECTED STATISTICAL CONSIDERATIONS IN PROOF-OF-CONCEPT STUDIES

A. Evaluation of Surrogate to Primary End Point Correlations

Determining the degree of correlation of the surrogate end point to the clinical benefit end point is essential in assigning a value to its inclusion in a proof-of-concept study in drug development. An important focus in planning a proof-of-concept program can be the identification of a surrogate end point(s), which is predictive of the primary phase III end point. It is assumed that the surrogate is not the primary end point, otherwise it would be readily acceptable by the clinical and regulatory community as clear evidence of clinical benefit on its own. Thus, assigning a predictability factor to the surrogate used in the proof-of-concept study is an essential step in determining the ultimate utility.

The application of statistical planning and analysis is a central element for a proof-of-concept program. Statistical planning includes sample size estimates to assure that an adequate number of patients are enrolled for purposes of assessing safety and pharmacodynamics, pharmacokinetics, and assigning a predictability for the surrogate marker to the primary end point. Although the application of statistics in early drug development will be addressed in greater depth in another chapter, it is important to briefly review how statistical considerations can help establish a link between a correlate or surrogate marker to the traditional primary trial end point.

Using response rate (fraction of patients who achieve a defined tumor volume reduction) as a surrogate for overall survival is a frequently used proof-of-concept end point and has produced thoughtful publications evaluating this

FIGURE 14.4 (Continued) Tumor size were significantly different between: ZD-1839 and control (two-sided P = 0.01): paclitaxel (Taxol) and control (two-sided P = 0.01): topotecan and control (two-sided P = 0.01): raltitrexed (Tomudex) control (two-sided P = 0.01: ZD-1839 plus paclitaxel (Taxol) and control (two-sided P < 0.001): ZD1839 plus paclitaxel (Taxol) and paclitaxel (Taxol) alone (two-sided P = 0.01: ZD-1839 plus paclitaxel (Taxol) and ZD-1839 alone (two-sided P = 0.01): ZD-1839 plus topotecan and control (two-sided P < 0.001): ZD-1839 plus topotecan and topotecan alone (two-sided P = 0.01): ZD-1839 plus raltitrexed (Tomudex) and control (two-sided P = 0.01). The effects of ZD-1839 treatment in combination with paclitaxel (Taxol B), with topotecan (D), or with raltitrexed (Tomudex: F) on the survival of GEO tumor-bearing mice were also determined. Differences in animal survival among groups were evaluated using Mantel-Cox log-rank test. The survival of mice was significantly different between ZD-1839 plus Taxol and control (two-sided P < 0.001): ZD-1839 plus paclitaxel (Taxol) and paclitaxel (Taxol) alone (two-sided P < 0.001): ZD-1839 plus paclitaxel (Taxol) and ZD-1839 alone (two-sided P < 0.001): ZD-1839 plus topotecan and control (two-sided P < 0.001): ZD-1839 plus topotecan and topotecan alone (two-sided P = 0.05): ZD-1839 plus raltitrexed (Tomudex) and control (two-sided P < 0.001): ZD-1839 plus raltitrexed (Tomudex) and raltitrexed (Tomudex) alone (two-sided P = 0.01): and ZD-1839 plus raltitrexed (Tomudex) and ZD-1839 and ZD alone (two-sided P = 0.01) [18].
relationship. Buyse and Piedbois [36] correctly identified the central questions to address when considering this link.

1. Is response to treatment a prognostic factor for survival?
2. Is response to treatment an independent prognostic factor for survival, that is, does a response to treatment add any prognostic information to other known prognostic factors?
3. Do the patients in who a response is achieved benefit from treatment in terms of their survival expectancy (or is response merely a marker of some underlying favorable characteristic)?
4. Can the efficacy of an investigational treatment be evaluated through its effect upon response rather than through its effect upon survival? [36].

These authors provide a clear example demonstrating a correlation of response rate to survival that was significantly influenced by performance status (Figure 14.5, Table 14.1). In addition, they offer insight into confounding factors that can influence this link. Advice on criteria for validating this link is also provided [37].

In general, caution must be applied when using response rate as a marker for clinical benefit and it needs to be validated in each clinical setting. Two examples using meta-analysis in specific clinical settings offer insight into the validation of response rate with clinical benefit. When data on 3791 patients with previously untreated advanced colorectal cancer were collected from 25 studies and evaluated by meta-analysis [38], it was determined that an increase in tumor response rate correlates with an increase in overall survival. Subgroup analysis based on performance status also correlated best response with survival. In an analysis of data from 26 randomized studies that included a total of 4914 women with advanced ovarian cancer, the conclusions were similar but more specific (and potentially more useful for proof-of-concept planning). Patients with ovarian cancer who experienced a substantial drug-related improvement in clinical response (with confirmatory surgical re-staging) seemed
TABLE 14.1 Response versus Performance Status (PS) in a Meta-Analysis of Eight Trials on 1178 Patients with Advanced Colorectal Cancer

<table>
<thead>
<tr>
<th>WHO/ECOG PS</th>
<th>PS 0</th>
<th>PS 1</th>
<th>PS 2+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete response</td>
<td>18</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>4.2%</td>
<td>2.4%</td>
<td>0.5%</td>
</tr>
<tr>
<td>Partial response</td>
<td>59</td>
<td>63</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>13.9%</td>
<td>11.5%</td>
<td>9.4%</td>
</tr>
<tr>
<td>Stable disease</td>
<td>209</td>
<td>200</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td>49.2%</td>
<td>36.6%</td>
<td>29.0%</td>
</tr>
<tr>
<td>Progressive disease</td>
<td>139</td>
<td>271</td>
<td>124</td>
</tr>
<tr>
<td></td>
<td>32.7%</td>
<td>49.5%</td>
<td>61.1%</td>
</tr>
</tbody>
</table>

Note: 3 patients had an unknown PS, 28 patients had a PS of 3, and 1 patient had a PS of 4. From Ref. 3b.

to have improved survival [39]. Of note, the accompanying editorial [40] found the meta-analysis to be insightful but added a note of caution regarding generalization of a correlation of tumor volume reduction to improved survival:

When studying reports of the relationship between response and survival, investigators must distinguish sharply between different units of analysis, patient versus study, and interpret the results accordingly.

Because response rate can be determined well before a survival end point is finalized, a statistical correlation can have regulatory implications for drug approval. In an editorial, Dr. Richard Pazdur (Director, Division of Oncology Drug Products, FDA) suggested that this link can provide regulatory guidance when specific criteria are met, which include pre-study discussion with the appropriate regulatory agency. A conclusion is put forward that: “In making clinical and regulatory decisions, the use of response rates and their probability in predicting clinical benefit relies not only on the response rate number but also on the duration of response, the number of complete responses, the magnitude of increase in this surrogate, and the location of the responses (e.g., hepatic versus cutaneous). Response rate, a piece for the clinical decision-making puzzle, is a puzzle in itself [41].

B. Clinical Trial Designs Leading to Proof-of-Concept Testing

A suitable proof-of-concept clinical design for a given NCE will be dependent on the class of compound and the subsequent phase III program objective. Proof-of-concept clinical trials that assess a surrogate end point should be done with a dose range that includes the phase III dose. The proof-of-concept study can have a dose-ranging objective that will help refine the phase III dose. Actual studies used to assess the surrogate end point should be carefully designed to optimize patient safety evaluation as well as to minimize time and costs. These considerations have been addressed in a number of publications [3, 5, 51–53] as well as in other chapters of this book.
C. Randomized Phase II Trials as Proof-of-Concept

Phase III trial design strengths include the use of a control arm, which is frequently the standard of care, the selection of clinically relevant end points, and the application of comparative statistics to the results. The randomized phase II study is a modification that seeks to include the strength of a concurrent control arm and the application of comparative statistical analysis. The "compromise" of this design typically involves the recruitment of fewer patients than would be required for an adequately powered, pivotal phase III study. Additionally, the randomized phase II design requires less resource and, at times, uses different clinical end points. Randomized phase II studies have been published that determine the activity of an experimental arm compared to a concurrent control [42–46]. When summarized, the balance of the pros and cons of this design can be appreciated. As fewer patients are used in a randomized phase II, compared to a phase III trial, less resources are needed, reduced time lines, and an earlier determination of proof-of-concept. However, the cons of this approach frequently include an inflated estimation of the clinical benefit expected from the experimental arm when compared to the control arm. *A priori* expectations of experimental arm enhancement of clinical benefit of up to 100% in response rate, 100% in TTP, and 50% in overall survival are routinely described in the statistical sections. One alternative to this practice, which is discussed within academics and industry, is the examination of all clinical end points in a trial for consistency of trend (experimental arm to control). This cross end point observation would formalize the "clinical eye," which typically reviews all end points when forming an opinion on treatment-effect. Formalizing this process could allow enhanced confidence in go/no go decisions without an increase in sample size.

VI. PHARMACODYNAMIC PROOF-OF-CONCEPT END POINTS

Some end points will have a high level of correlation, and some will correlate poorly to the targeted clinical benefit. Understanding this relationship is a key element in weighing the importance of the trial results. Perhaps the best example of early proof-of-concept in oncology was seen in the development of endocrine-modulating agents for breast cancer. The initial observation of Beatson that oophorectomy led to regression of breast cancer has been replicated several times with small-molecule drug therapy. Thus, an important correlation between hormonal suppression and effect was established. A high level of confidence can be attached to early dose-related changes, as was shown in the clinical development of letrozole. The initial clinical pharmacology studies in healthy, postmenopausal women showed that a dose-related suppression of estrone and estradiol was present (Figure 14.6) and well-tolerated while other important hormonal pathways were unaltered [54]. A follow-up pilot study demonstrated that tumor regression was seen at the predicted dose-level in postmenopausal women with progressive breast cancer [55]. The confidence from these findings led to registration-directed, randomized trials that clearly documented clinical benefit [56]. In this example, proof-of-concept could be
appropriately applied to the first study, which showed the predicted dose-effect on estrogenic hormones, or the second study in which responses were demonstrated. The number of established, effective hormonal agents for breast cancer, including a proof-of-concept pilot study in an NCE development program, will add confidence to continue development by showing that the response rate is in the range of that seen with established drugs.

When proof-of-concept is based on newly established end points, a greater understanding of the correlation to the mechanism of action and putative links to clinical benefit must be considered. In this setting, a multidisciplinary group is a useful way to debate the strengths and weaknesses of these correlations. Group consensus on the relative importance of a selected end points signal is an important step toward proof-of-concept. An example of developing a new end point as a surrogate for a traditional trial outcome was demonstrated in the early trials of a novel monoclonal antibody for the treatment of breast cancer. Treatment with this antibody resulted in a reduction in the number of micrometastatic deposits in the bone marrow of patients with breast cancer.
This model has been developed by a group with an interest in demonstrating that cytokeratin staining of bone marrow identifies tumor cells, and that their presence signifies an independent prognostic factor. Through retrospective studies, the group showed that the presence of cytokeratin positive cells in the bone marrow of stage I, II, or III patients with breast cancer was an independent negative prognostic finding [57].

Two pharmacologic trials performed by this group, using this model, are good examples of a novel approach to proof-of-concept. In one study, an experimental monoclonal antibody with an antigen target on these cells was administered to patients with positive bone marrows. In a two-week window-of-opportunity study, when monoclonal alone therapy was administered, a substantial reduction in cytokeratin positive cells was seen (Figure 14.7) [58]. In the companion study, when standard chemotherapy was applied, only minimal reduction of cytokeratin cells was seen [59]. As a proof-of-concept finding, this could imply that the monoclonal antibody has some activity and may not be cross-resistant with standard chemotherapy. The same monoclonal antibody was subsequently shown to provide a survival benefit in a randomized pilot study in patients with stage III colon cancer [60]. However, when the monoclonal antibody was tested in a phase III setting, an improvement in survival was not seen [61] and the clinical benefits of adding the antibody to standard chemotherapy was statistically demonstrated in only one of the two pivotal trials conducted. An important point for proof-of-concept planning is that a gold standard end point alone (e.g., survival) in a pilot study may not be sufficient to predict outcome of an adequately powered phase III study. Another observation to consider is that the proof-of-concept study testing the effect of
the monoclonal antibody in the bone marrow of patients with breast cancer has yet to be validated in a phase III trial with the same population. A negative phase III study in one patient population may not predict a similar outcome in a patient with a different tumor type.

A third example, a proof-of-mechanism, is the demonstration that a targeted inhibitor effects its target. Inhibitors of the multidrug efflux pump, P-glycoprotein (also called multidrug resistance) provide an example of the need for a novel clinical end point. Multidrug resistance to xenobiotics and similar drugs is produced by an ATP-dependent P-glycoprotein that is able to actively pump chemotherapy out of a tumor cell faster than the passive diffusion gradient generates the intracellular concentration. A program of small-molecule inhibitors targeting P-glycoprotein would be expected to have a final phase III end point of increased tumor cytotoxicity by standard chemotherapy when the inhibitor is co-administered. GF120918 was a product of this drug discovery program. Identification of an early readout of drug-effect would provide added confidence to such a program. When the human natural killer lymphocyte surface protein CD56+ was shown to have a P-glycoprotein-like function, an in vivo surrogate was identified for a drug-effect study. In a human volunteer study [62] in which 1 in 4 received placebo, CD56+ lymphocytes were isolated before and after dosing of GF120918 and tested for rhodamine (also a substrate for the efflux pump) fluorescence by flow cytometry. Standard curves were generated by ex vivo studies prior to human dosing (Figure 14.8). This pre-study effort lead to a useful generation of concentration-effect results in the

![FIGURE 14.8 Effect of GG918 dose on R123 uptake in CD56 + PBLs. The Pgp antagonist was added to heparin-treated whole blood samples at concentrations ranging from 2.5–800 nM and incubated at 37 °C for 1 h prior to the addition of R123 to a final concentration of 150 ng/ml. Incubation was continued for 1 h before termination by dilution in ice-cold PBS and the gradient-purification of PBLs for antibody staining and cytometric analysis. The data shown were collected from two individuals in separate experiments. The R123 intensity values for volunteer 2 were normalized to those of volunteer 1 based on vehicle control values ■ volunteer 1: □ volunteer 2 [62].]
clinical phase I human studies, which demonstrated that a GF120918-related rhodamine efflux from CD56+ lymphocytes was inhibited. Thus, the human in vivo data was similar to the human ex vivo data and provided an important proof-of-mechanism. In this example, the GF120918 proof-of-concept predicted that the P-glycoprotein pump would be inhibited in later clinical trials. However, it was not able to provide assurance that inhibiting the P-glycoprotein pump with co-administered anti-neoplastic chemotherapy reduced drug resistance in patients with cancer. Thus, if the program’s goal was to inhibit P-glycoprotein function, this study would be considered as proof-of-concept. If the program’s goal was to provide evidence that clinical benefit to patients with drug-resistant tumors was likely, then this study would be proof-of-mechanism.

VII. PHARMACOKINETIC PROOF-OF-CONCEPT END POINTS

The pharmacokinetic characterization of an NCE and its metabolites is a key goal in a drug development program. Basic data such as determination of clearance, volume of distribution, and routes of elimination are needed to understand the clinical pharmacology of a compound. If limited variability and predictable dose-effect are considered essential for a successful compound, such basic data can also become a proof-of-concept characteristic. The drug assay for GI147211, lurtotecan, (described later) was used in the phase I trial to generate drug assay data as each cohort was completed [63]. Because the expected dose-limiting toxicity was myelosuppression, it served as a useful marker of drug-effect. Although the demonstration of lowered neutrophil count is not a useful surrogate for drug-effect, when graphed by dose and concentration, it provides a measure of comparison between dose-levels (Figure 14.9) and patient populations (Figure 14.10). A drug development program can assign a level of variability that is acceptable for further development. Thus, quantifying a level of unacceptable variability in phase I would become a component of proof-of-concept if it were seen to impact on safety in the phase III population.

A. Assay/Measurement Validation

A reliable method of measuring any pharmacokinetic or pharmacodynamic end point used in phase I or proof-of-concept studies is essential to proper interpretation of the results. Some measurable end points, such as the complete blood count and clinical chemistry, are performed in laboratories that undergo regular inspection and certification and adhere to high standards of validation. Because these pharmacodynamic end points are also part of diagnosis and patient care, the designers of a proof-of-concept trial benefit from prior validation work. In addition, these markers are generally available in most clinical centers and sample handling specifications have already been determined. When planning proof-of-concept studies, utilization of these assays is advised whenever appropriate.
Measurement of the parent compound, or an active metabolite, is an essential part of a phase I trial and can also become a useful component of a proof-of-concept program. Assay methodology generally includes specific validation steps and sample handling techniques. The sensitivity and specificity of the assay needs to be assessed prior to using a specific test in clinical trials,
unless the results will be considered exploratory in nature. In most drug development programs, preclinical GLP toxicology studies will have started the process of laboratory validation for the analytes in human matrix. Human assay validation steps have been formalized by clear guidelines [47]. This workshop outlines principles and recommendations for full assay methodology which include:

- Generation of a standard curve with minimum standard points done in replicate and use of quality control samples
- Statistical application to this curve
- Identification of a lower and upper limit of quantitation and coefficient of variation
- Stability of analyte by matrix
- Specificity of assay methodology
- Rules for accepting and rejection of data points

An example of the usefulness of a validated pharmacokinetic assay, and pharmacodynamic end point, was demonstrated in the proof-of-concept study for the water-soluble camptothecin analog GI147211. The active parent compound has a lactone ring that forms relatively inactive carboxylate when exposed to a pH greater than 4.0. When a blood sample is obtained for pharmacokinetic measurement, exposure to physiologic pH (7.4) during sample handling could provide a misleading ratio of lactone to carboxylate. Studies performed pre-phase I addressed the sampling handling and assay issues permitting a reliable, validated assay for the first time in human studies [48]. The methods were developed to determine the true concentrations of the lactone and carboxylate fractions at the time of phlebotomy. In this example, using a validated assay as part of the proof-of-concept study resulted in meaningful correlations between the dose, plasma concentration, and selected adverse events.

Measurement of end points used in proof-of-concept studies that are not used for patient care or characterization of drug disposition also need to adhere to standards that assure an acceptable level of specificity and sensitivity. This level may be less than needed for use in a clinical care setting, but may still be acceptable for drug development purposes. For example, the measurement of phosphorylated tyrosine (pTyr) is useful when determining the drug-effect of a type 1 membrane tyrosine kinase inhibitor. It would be expected that as the drug exposure increases, the quantity of pTyr diminishes. Important considerations that increase the chance to obtain reproducible data include: optimization of tissue handling conditions, determination of a range of concentrations that fall within the expected clinical trial experience, and confirmation of the reproducibility with positive and negative controls [49]. An example of this was demonstrated in a proof-of-concept study with a monoclonal antibody that measured the effect of therapy on pTyr levels in tissue samples obtained from patient biopsies. Pre-study efforts led to an assay that was available at the time of the clinical trial [50]. The pharmacodynamic results from this clinical study confirmed that the tumor was exposed to the NCE, and
the exposure was sufficient to produce enzyme inhibition. This observation is a proof-of-mechanism and could be a component of an integrated proof of concept plan.

VIII. PROCEEDING FROM PROOF-OF-CONCEPT DIRECTLY TO PHASE III

The decision to proceed into phase III registration trials considers the questions of level of support provided by the proof-of-concept program and the risk/benefit of assuming the larger cost of a phase III program (relative to phase II). The question of "skipping" phase II trials has been discussed in a clinical setting [5, 52] as well as in a clinical-regulatory setting [51, 64] with excellent points made for including or excluding a phase II program in proof-of-concept. The question of risk/benefit of conducting a phase II trial prior to conducting phase III, or directly initiating phase III studies after proof-of-concept, can be simplified by outlining the pragmatic elements of conducting both types of development plans. Attaching cost and timeline estimates to this assessment can assist in making the decision of using phase II in sequence to phase III or in parallel.

- Number of protocols and patients needed in a phase II program that would substantially enhance the original proof-of-concept
- Time from first patient recruited to final analysis of phase II
- Number of patients recruited in the phase II program
- Number of staff (or full-time equivalents) needed for the entire phase II program
- Include salary, benefits, and years of participation on the phase II trial
- Include all departments that contribute to the effective and legal conduct of a study: clinical research, biometrics, regulatory affairs, clinical supply management, compliance, data management, clinical monitoring at sites, travel costs; commonly, the costs of staff and drug supply will exceed the clinical grants to the sites
- Shift in dates for submission to regulatory agencies for marketing approval
- Change in the competitive landscape and standard of care during the time of the phase II trial (e.g., will the phase III standard therapy arm change during phase II development)

The details of this resource and timeline model is beyond the scope of this chapter. However, in assessing the utility of including a phase II program as a sequential component in clinical development — the commitment of patients, investigators, and their site staff, along with the other substantial costs commonly assigned to the sponsor — need to be considered. Similarly, reviewing literature examples of phase II results that clearly influenced the phase III trial design is critical in any decision to reduce or eliminate phase II testing. The putative advantages of "skipping" phase II needs to be balanced by the important information obtained during this stage of development; clinical activity
within the targeted population, confirmation of (or final dose adjustment to) the phase III dose and a more robust understanding of the NCEs safety profile in the targeted patient population.

IX. GUIDELINES AND SUMMARY

A proof-of-concept program can offer efficiency in the drug development process through pre-phase I planning and identification of important safety, activity, and competitive landscape criteria that must be met. Similarly, the pre-planning discussion of these important elements of proof-of-concept will naturally bring together a multidisciplinary group that can make better decisions. In summary, elements of the pre-phase I planning and resources needed include:

<table>
<thead>
<tr>
<th>Clinical study aspect</th>
<th>Description</th>
<th>Resources needed and background work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surrogate end point</td>
<td>Measurable parameter over time that can be correlated to drug-effect and primary efficacy end point</td>
<td>Literature review</td>
</tr>
<tr>
<td>Safety assessment</td>
<td>A sufficient number of patients are exposed to the novel compound to assess the adverse event profile</td>
<td>Clinical protocols with safety assessment which, when combined, provide an adequate number of patients to predict phase III safety</td>
</tr>
<tr>
<td>Parent drug and metabolite assay</td>
<td>Clinical pharmacokinetic characterization of the novel compound</td>
<td>Drug metabolism support for animal- and human-validated assay of the compound and selected metabolites in relevant matrices</td>
</tr>
<tr>
<td>Budget and staff</td>
<td>Estimation of cost and timing of expenditures of study grant costs and specialties of staff needed to conduct the program and associated compensation</td>
<td>Management tools to predict expenditures for grants and staff over several years</td>
</tr>
</tbody>
</table>
If a proof-of-concept program contains a surrogate end point that is correlated to the primary efficacy end point, then the main decision point for the program may be based on a single trial, which adequately tests this question. If proof-of-concept cannot be addressed by a single end point in a single study, then a composite of important end points from more than one study can be joined to form a proof-of-concept program. These could include:

<table>
<thead>
<tr>
<th>Study end point</th>
<th>Decision-making criteria</th>
<th>Resources needed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety of drug regimen</td>
<td>Acceptable tolerability relative to benefit</td>
<td>Investigators and sites</td>
</tr>
<tr>
<td></td>
<td>Comparison to standard therapy or competitors safety profile</td>
<td>Integrated safety database with clinical reviewers</td>
</tr>
<tr>
<td></td>
<td>Clinical and statistical estimation of acceptable adverse event profile</td>
<td>Literature review of safety and efficacy of similar, existing agents</td>
</tr>
<tr>
<td>Pharmacokinetics</td>
<td>Variability, needed frequency of dosing</td>
<td>Clinical and statistical staff</td>
</tr>
<tr>
<td>Drug-like qualities</td>
<td>Pharmacokinetics, patient convenience, stability qualities</td>
<td>Above</td>
</tr>
<tr>
<td>Proof-of-mechanism study</td>
<td>Patient-based information showing that the expected pharmacologic effect is seen</td>
<td>Drug metabolism lab with validated assay</td>
</tr>
<tr>
<td>Secondary clinical end point</td>
<td>Identification of clinical end point with a moderate correlation to clinical benefit</td>
<td>Clinical and pharmacokinetic staff</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Protocols designed to capture the data and patient queries</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pharmacodynamic laboratory capability.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clinical and statistical estimation of surrogate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Utility of surrogate if strongly positive compared to minimally positive</td>
</tr>
</tbody>
</table>
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I. INTRODUCTION

The usual clinical development of chemotherapeutic agents proceeds through three phases of human testing. Phase I trials are designed to find the dose to be recommended for further testing by finding the highest dose that has acceptable toxicity (recommended phase II dose). Phase II trials are designed to see if the recommended dose leads to tumor shrinkage in patients with certain types of cancer; various schedules (with their corresponding recommended doses) can be tested in these trials. Phase III trials are designed to test in a randomized controlled manner whether agents (or regimens) showing promise in phase II trials lead to improved survival or quality of life as compared to standard treatment regimens. This developmental pathway is predicated on some general assumptions that are typically considered appropriate for cytotoxic agents:

1. The agent will shrink tumors at doses that have acceptable toxicity
2. Increased dosage of the agent will cause increased tumor shrinkage
3. Tumor shrinkage will lead to clinical benefit in terms of increased survival and/or quality of life, with increased tumor shrinkage leading to more clinical benefit.

Some cytostatic agents and agents directed at novel molecular targets have properties that raise questions about whether this standard developmental pathway is appropriate or optimal. First, the agent may not be expected to shrink tumors, but merely to halt progression. Secondly, there may be a plateau on the dose-efficacy curve for the agent such that higher doses may not offer more clinical benefit. Thirdly, it may be possible to identify patients before treatment who have molecular target levels in their tumors that indicate that they are particularly likely (or unlikely) to receive clinical benefit from the agent. Finally, it may be possible to monitor patients during treatment to see how well the agent is working at the molecular level. In this chapter some options for clinical trial designs for cytostatic agents and agents directed at novel molecular targets that take into account these considerations are examined. This examination is not meant to be an exhaustive listing of all possible approaches nor a definitive recommendation for certain trial designs. Other related discussions are given elsewhere [1–6].

II. PHASE I DOSE-FINDING TRIALS

If the goal of a trial is to find the maximum tolerated dose to be used for further testing, then a standard design using cohorts of 3–6 patients treated at escalating dose levels can be used, or preferably a design that escalates more quickly through non-toxic dose levels can be used [7, 8]. Even with this standard goal and design there can be challenges for non-cytotoxic agents. For example, it may be necessary for maximum benefit to treat patients with some cytostatic agents for long periods of time, making first-course toxicity (the determinant of dose levels in a typical phase I trial) inappropriate for choosing a recommended dose. The focus of this section, however, is not on finding the maximum tolerated dose. Instead, it is a discussion of other possible goals when additional
information is available, specifically, a desired blood concentration level of the agent (see Section II.A) or a targeted biologic response associated with the mechanism of action of the agent that can be measured in patients (see Section II.B). To accomplish these goals sometimes requires larger numbers of patients per dose level than would be accrued in a standard phase I trial. This is of concern, because it is questionable whether it is appropriate to treat larger numbers of patients with an agent that has not yet shown any clinical activity. In addition, using these other sources of information is not without difficulties (see Section II.C).

A. Agents for which a Minimum Effective Blood Concentration Level is known

In this section it is assumed that based on preclinical evidence there is a minimum blood concentration of the agent (or its active metabolite) that is thought to be sufficient for the agent to be effective. One would like to identify a dose level of the agent that reliably yields at least this blood concentration. Although this sounds like it is a well-defined goal, there is actually some ambiguity. For example, suppose the minimum concentration desired is 100 (in some appropriate units), and at a given dose level, 5 patients have been treated with observed concentrations 95, 103, 112, 120, and 120. The observed mean of the concentrations is 110 and 80% (= 4/5) of the observations are above 100. The lower 90% confidence limit for the true mean concentration is approximately 102.5, which appears promising. However, although the observed proportion above 100 is 80%, we can be confident, at the 90% level, only that the true proportion above 100 is at least 49%, which might be considered unsatisfactory. Larger numbers of patients treated at a dose would be required to ensure that the true percentage of patients achieving a specified concentration is high, although this may be too ambitious a goal for a phase I trial. It may also be possible to incorporate the blood concentrations into a dose escalation using statistical models [9, 10].

B. Agents for which a Targeted Biologic Response can be Measured

In this section it is assumed that there is a binary (positive/negative) response measured in each patient, after treatment with the agent, which indicates whether or not the agent has had the desired effect on the target. Such a response might involve the level of a molecular target, or the change in the level of a molecular target that suggests clinical promise. The ability to measure biologic responses makes possible different criteria for designating the dose to use for further testing. Some of these criteria are discussed in Sections II.B.1–II.B.4. Note that the dose recommended based on a targeted biologic response may have little or no toxicity associated with it. In this situation, unless one is sure that the mechanism of action of the agent is understood, escalating the dose levels further might be considered [11]. On the other hand, one may encounter dose-limiting toxicity before reaching a dose that has sufficient biologic activity. In this case, the definition of sufficient activity may need to be reassessed: consider reformulating the delivery of the agent to yield less toxicity or discontinue development of the agent.
I. Finding a Dose that Guarantees a Specified Minimum Biologic Response

One may adapt the approach to assure a sufficient blood level outlined in Section II.A using binary responses of a targeted biologic effect rather than continuous concentration levels. For example, one might want to ensure with high probability that the true biologic response rate was greater than 80% at a given dose level. After patients have been treated at that dose level, one can use confidence intervals to address this issue. For example, Friedman et al. [12] observed 11 of 11 patients treated at 100 mg/m² of O6-benzylguanine had biologic responses defined as tumor AGT levels of less than 10 fmol/mg protein. It can be stated that with this observed response rate of 100% with 11 patients, the lower 90% confidence bound for the true response rate is 81.1%. However, if they had observed only 10 responses out of the 11 patients, then the observed response rate would be 91% and the lower 90% confidence bound for the true response rate would be 69.0%, less than 80%. With a larger sample size it is possible to have some non-responses and still have 90% confidence that the true response rate is greater than 80%; for example, the lower 90% confidence bound is 80.1% if 17 out of 18 responses are seen.

Is it possible to design a study with enough patients at a dose level to ensure with high probability that after observing the responses one can be 90% confident that the true response rate is greater than some specified level, like 80%? The answer is yes, but unless one hypothesizes that the true response rate is very close to 100% (e.g., >95%), the sample size can be prohibitively large [13].

2. Finding a Biologically Efficacious Dose

Suppose rather than trying to ensure that the true biologic response rate is 80% at a given dose level, a less ambitious goal is set. For example, suppose the goal is to ensure (in the context of a dose escalation) that if the true response rate is low or unchanging from previous doses then there will be a high probability of escalating further, whereas if the true response rate is high or increasing from previous doses then there will be a low probability of escalating further. There are many ways a trial to address this goal could be designed. Hunsberger et al. [14] consider two escalation designs based on these goals and show that cohorts of 1–6 patients can be used to find the biologically efficacious dose.

3. Is there a Dose-Response Relationship?

In this section the important scientific question of whether the biologic response is the same over a range of different doses or whether the response increases with increasing dose is addressed. Strictly speaking, answering this question does not identify a dose for further testing and trials, and answering this question might not be considered “dose finding.” However, a negative trial of this type definitely has implications for the recommended dose, therefore, a brief discussion of this question is included here.

With only two dose levels, the response at each dose level could be estimated and a statistical hypothesis test to ascertain the statistical significance of the difference in biologic responses performed. With more than two dose levels, some type of linear relationship between the dose levels and the responses could be typically assumed, and a statistical test that the slope associated with the linear relationship is zero would be performed. (If the toxicity associated with the dose levels is known to be acceptable, then a randomization among
the dose levels is advisable.) The sample sizes for doing these types of analyses are larger than those required for finding a biologically efficacious dose as described previously. For example, to reliably detect a dose-response relationship corresponding to true biologic response rates of 50% versus 90% would require 20 patients treated at each dose level (power = .90 for one-sided alpha = .10), with larger sample sizes required to detect smaller differences. Using more than two dose levels allows one to treat fewer patients at each dose level, but the total number of patients required to detect a dose-response relationship will actually be larger than if only two dose levels are tested. The advantage of using more than two dose levels is that it gives the ability to assess the shape of the dose-response curve, as discussed next.


Trying to assess the shape of the dose-response relationship or find the "optimum biologic dose" will require larger sample sizes than those required to show that there is a positive association between dose and response. To demonstrate this, consider a trial with 10 patients treated at each of 5 doses. The proportions plotted in Figure 15.1 were based on data generated randomly by computer with this type of design with a true linear relationship of dose and response, with the true response going from 50 to 90%. With these sample sizes, it is easy to be misled about the shape of the dose-response relationship. For example, in Figure 15.1C it appears that the response has reached a plateau at dose level 4, and in Figure 15.1B there is a suggestion of a plateau starting at dose level 3. To lessen the possibility of getting misled, one can include confidence intervals around the plotted response proportions.

![FIGURE 15.1](image)

Hypothetical biologic response data for three trials (A, B, and C) generated randomly by the computer with 10 patients treated at each dose level. The true response proportions are 0.5, 0.6, 0.7, 0.8, and 0.9 for dose levels 1, 2, 3, 4, and 5, respectively.
to display how variable the proportions are. For example, Figure 15.2 is a re-plot of Figure 15.1C with 90% confidence intervals for the proportions. It is now clear that because of the wide confidence intervals that there is no consequential evidence that there is a plateau. To assess whether or not there is a plateau in this type of data would require much larger sample sizes treated at each dose level. (The data in Figure 15.1 are sufficient to demonstrate a positive dose-response relationship, with the $p$ values less than .005 for Figures 15.1A and B, and less than .001 for Figure 15.1C.)
C. Caveats and Feasibility Issues

Much of the above sections focus on how measures other than toxicity might be used to rationally determine the recommended dose of cytostatic agents and agents directed at novel molecular targets. However, there are some important factors to consider before employing these alternative endpoints into phase I trials.

First, there needs to be data from laboratory models that validate the choice of endpoint. For example, if a biologic measure of target effect in normal or tumor tissues was used as a means of defining "effective" doses in patients, there must be some evidence from \textit{in vivo} animal studies that doses effective in producing growth delay or improved survival are also able to induce the biologic change in target tissues.

Secondly, although it is generally agreed upon that the most relevant tissue in which such effects are to be measured is tumor itself, there are substantial problems in obtaining serial biopsies suitable for laboratory evaluation from patients. Not only are there limitations on which tumor sites may be accessed for repeat assessment, there are issues of optimal timing of biopsies and minimum size that it may not be possible to address prior to the study. In addition, many samples from tumor turn out to be unacceptable for evaluation due to admixing of viable malignant cells with normal cellular populations or with necrotic tissue. For these reasons, as well as ethical concerns about invasive procedures undertaken primarily for research purposes, many investigators...
have chosen instead to examine easily accessible normal tissues (e.g., peripheral blood cells, skin, buccal mucosa) for evidence of molecular changes on treatment. This is reasonable when tumor tissues are not available, but results from these assays are subject to the criticism of relevance because changes in normal tissues may not be reflective of tumor tissue.

Finally, an important consideration is the reproducibility and reliability of the assay used to assess biological effects. By definition, assays conducted early in the investigation of a new agent are themselves investigational, so measurements made on the basis of the assay may be misleading. The confusion surrounding the assays for HER2 (or even the estrogen receptor in past years) serves to underscore the fact that standardization of assay methodology requires attention early in drug development. At the very least, it should be demonstrated that the assay of target effect proposed for use in dose-seeking trials shows little intra-patient variability (as evidenced by similar results on more than one occasion before drug administration) and is able to detect the level of change that is associated with anti-tumor efficacy in animal models.

Perhaps because of these factors, not many dose-finding trials have used non-toxicity endpoints [15].

III. PRELIMINARY EFFICACY TRIALS

For cytotoxic agents, a standard two-stage phase II trial enrolling up to 35–40 patients might target 5% versus 20% response rates in a patient population where response is a partial or complete tumor response [16]. These trials allow (1) the screening of agents to select (if any) the most promising to bring forward into randomized trials, (2) the treatment of fewer patients with agents that turn out to be inactive than if randomized trials were used to test all agents, and (3) the modification of the recommended dose from phase I trials based on a larger experience of treating patients. For cytostatic agents and agents directed at novel molecular targets, there are two considerations that might lead one to modify the standard approach that is used for cytotoxic agents. The first is that one may be able to measure for each patient the likelihood that the agent will be effective for them, e.g., by measuring the magnitude of the presence of the molecular target in their tumor. As discussed in the next section, this would suggest the possibility of restricting eligibility with a standard design targeting tumor response. The second consideration is that the mechanism of action of the agent may indicate that the agent is unlikely to cause rapid or any tumor shrinkage even if it did offer delay in tumor growth or prolonged survival, e.g., with cytostatic agents. Because one cannot target tumor response in this situation, different types of trial designs will be necessary as discussed in Section III.B.

A. Selecting the Patient Population to Study

If it is possible to identify which patients are more likely to respond to a molecular-targeted agent, e.g., based on the level of expression of the molecular target, then a natural strategy is to test the agent first only in patients who
have tumors with high expression levels and are more likely to respond. If the agent shows sufficient activity in these patients, then it can be tested in a separate cohort of patients who are less likely to respond. One could argue about whether it is appropriate to test the agent on patients without the target expression even after it has shown activity in patients with expression, but this is usually reasonable because investigators may not be completely sure that they understand the mechanism of action of the agent. There are three complications with this strategy that will be discussed next.

The first complication is that it may not be obvious who is likely to respond, as the target may be measured on a continuous scale and with considerable measurement error. To test the agents in separate cohorts will require the identification of a "target positive" group and "target negative" group based on whatever measurements are available. However, the definitions of these groups may only be possible after a trial is complete and it is known which levels of expression are associated with greater or lesser probabilities of response. As an example, the definition of estrogen or progesterone positivity as a predictor of response to hormone therapy in breast cancer was only determined after large numbers of patients were treated, their receptor levels quantified, and a cut-off created that was clinically useful in predicting response.

The second complication is that the number of patients who are target positive may be considerably smaller than the number who are target negative. Performing trials for the target-negative patients only after trials for target-positive patients have been completed could considerably slow down the development of interesting agents. One approach to avoid delay is to have a menu of agents available for study so that patients who have a molecular target specific for an agent could be given that agent in a first trial of that agent, and patients who have none of the targets associated with the agents tested could participate in the second trial of one of the agents that showed sufficient activity in its first trial. Although we believe this approach is ideal, it may be logistically difficult because it involves sites and investigators dealing with multiple investigational agents. A compromise approach (involving only one agent) is to perform the first trial with the target-positive patients and start the second trial as soon as the first trial demonstrates a minimum level of activity, rather than waiting for the first trial to be completed. Of course, there is also the approach of starting trials for the target-positive and -negative patients at the same time, which may be reasonable if the agent has very little toxicity or there are no other promising agents available to be tested for the patient population under consideration.

The third complication is that there may not be a real-time method for assessing whether patients are target positive or target negative. (Presumably, the lack of a real-time assessment method is temporary, otherwise it is not clear how this information would be used in further clinical development of the agent.) A phase II trial could be performed on all patients to examine the target status retrospectively after the completion of the trial. Depending upon the number of patients who are in the target-positive and -negative groups, and the proportions of responders in these groups, one could accrue after the trial more patients to one or both of the groups (assuming real-time assessment is available at that time).
Even it if is not possible at present to identify which patients are more likely to respond to a molecularly targeted agent, it can be worthwhile to collect tumor specimens for future analyses. For example, retrospective analyses identified a mutation in the epidermal growth factor receptor (EGFR) gene in lung cancer that was associated with responsiveness to the EGFR kinase inhibitor gefitinib (Iressa) [17, 18].

B. Possible Trial Designs when Tumor Shrinkage is not Expected

The designs discussed in this section attempt to offer a preliminary test of the efficacy of an agent that is not expected to shrink tumors. The situation in which there is a targeted biologic endpoint that can be monitored for drug efficacy is considered separately (Section III.B.1) from the situation in which there is no endpoint of that type available and a clinical endpoint must be used (Section III.B.2).

1. Designs Using a Targeted Biologic Endpoint

A single-arm trial can be performed to estimate the proportion of patients whose endpoint is affected by the agent, as well as the magnitude of the effects on the endpoint. A small sample size (e.g., 30 patients) may be sufficient, although the endpoint must be measurable in all patients (e.g., in some situations tumor must be accessible for serial biopsy). One problem with this approach is that frequently the precise mechanism of action of a new agent is not known and/or the agent may have additional mechanisms of action to the one identified. Therefore, there is the danger of a negative trial for an agent that actually offers benefits to the patients (e.g., improvement in time to progression). On the other hand, even in the case in which targeted biologic activity is seen, this may not be considered sufficient evidence to proceed to a large randomized trial in the absence of evidence of benefit to the patients or in the absence of convincing data from other trials that the biologic measure is a surrogate for such benefit. It is suspected that because of these problems this type of design will be infrequently used as the sole preliminary efficacy trial. It is, of course, important for proof-of-principle to measure targeted biologic endpoints in trials that are using clinical outcomes as the primary determinant of activity.

2. Designs Using Clinical Outcomes Other Than Tumor Shrinkage

These trial designs naturally fall into two categories: those that use historical experience (either formally or informally) and those that do not. As the designs using historical experience have some advantages (when there are good historical databases available for comparisons), it might be reasonable for institutions without such databases to collect prospectively the required data for future studies.

a. Designs Using Historical Experience

A single-arm trial can be performed with a clinical endpoint that is expected to be affected by the agent, e.g., progression-free survival. One would compare the endpoint results to historical experience with a patient population
treated with inactive agents or untreated. A 30–50 patient trial would typically be sufficient. The difficulty with this approach is ensuring that the patient population associated with the historical data is similar to the presently treated patients in terms of stage of disease and amount of prior therapy, organ function and performance status, and monitoring procedures for disease progression. Preferably the historical experience would come from patients treated at the same institutions as the presently treated patients. This approach can be used with the new agent combined with standard agents provided that the historical experience with the standard agents is known. This would be the correct approach in situations where it would be inappropriate to withhold standard therapy, or where the agent is expected only to potentiate the efficacy of a standard agent.

Rather than using progression-free survival or overall survival, one can also use this approach with a quality-of-life type endpoint, such as symptom reduction. Provided symptomatic treatment is already optimized, an observed benefit could reasonably be attributed to the new agent and could be sufficient evidence for proceeding to a phase III trial.

One can perform a single-arm trial comparing each patient's experience (e.g., tumor growth rate or time to progression) when given the new agent to his or her experience when previously given standard therapy [2]. The new agent would be viewed as a success for each patient with sufficient improvement in experience (e.g., time to progression increased by 33%). A relatively small sample size would be required, e.g., 50 patients. Some statistical issues in using this type of design with time to progression are discussed in reference 19. This type of design makes implicit use of historical experience in that it is assumed that treatment with no or inactive agents would lead to no or very few successes. The practical difficulties in using this type of design are formidable:

1. Patients must be enrolled prior to the time of treatment with the new agent so that they can be treated with the standard therapy. If they are enrolled after they have received the standard treatment, the possibilities of selection biases would be too large.
2. It might be difficult to identify suitable patients (e.g., with sufficient tumor growth on standard treatment who are still able to receive the new agent).
3. Precise rules will need to be formulated to define success in terms of improvement and to handle drop outs.
4. Because the investigators know the patients on first-line therapy will be receiving the new agent after progression, there may be bias in declaring progression early for the first-line therapy.

**b. Designs Not Using Historical Experience**

One can perform a “screening” randomized trial comparing the new agent to a placebo, or the new agent plus standard therapy to standard therapy alone. A standard clinical endpoint such as progression-free survival is used. By setting the alpha level to 0.20, rather than the usual 0.05, the sample sizes required will be about half of the usual required for a definitive randomized trial [6, 20]. However, with this type of trial, if the result is positive, the agent
can be viewed as only promising and testing is pursued. Whether to use a screening trial or go directly to a larger definitive trial will depend on the strength of the preclinical evidence and any phase I evidence that the agent is effective (more evidence favors a definitive trial), the number of agents available for testing (more agents favors a screening trial), and the number of patients available to participate (fewer patients in a limited number of institutions favors a screening trial).

One can perform a multi-arm randomized selection design in which multiple new agents are compared to each other with the agent showing the best clinical effects chosen to be tested further. (If none of the agents demonstrate some minimal clinical effect, then an argument can be made for testing none of the agents further. However, defining an appropriate minimal clinical effect based on historical data may not be easy, see Section III.B.2.a) The sample sizes for each agent can be relatively small, e.g., 30–50 patients. However, this design will only ensure that an inferior agent will not be chosen if it is sufficiently inferior to the best agent [21]. Because most investigators and sponsors will not want to drop the study of their new agent just because it is not sufficiently superior to other new agents, this may not be a popular design.

IV. DEFINITIVE RANDOMIZED EFFICACY TRIALS

The designs for definitive randomized efficacy trials with cytostatic agents and agents directed at novel molecular targets will be similar to those used for cytotoxic agents. In particular, the agent could be compared to placebo (in settings where a treatment arm with only supportive care is acceptable), or a standard therapy could be compared to the new agent combined with the standard therapy (for situations where a negative interaction is unlikely). The sample sizes required will not be small. In situations where the new agent has not previously shown clinical activity, it is important that the definitive trial have early stopping guidelines for when the experimental arm does not appear better than the standard arm (i.e., stopping for “futility”); this could involve temporarily halting accrual after a first cohort of patients have been randomized to obtain sufficient follow-up information for assessment.

An additional consideration for targeted agents is whether to restrict eligibility to patients whose tumors express sufficient target; if the target is necessary for effect then lack of restriction can lead to a trial with insufficient power [22]. Ideally, the decision as to whether to restrict eligibility will be made based on data from the earlier development of the agent. Even if the trial does not restrict eligibility, it will typically be useful to collect information on the tumor target levels on patients for whom this information can be easily obtained. An additional consideration for cytostatic agents is that they may need to be given for a longer period of time than is usual for cytotoxic agents. This makes certain settings where time to progression is expected to be long (or some patients might be cured) less attractive for initially testing these agents.
V. CONCLUSIONS

Before abandoning standard clinical trial development for an agent, one should carefully examine the preclinical evidence that the agent is cytostatic or directed at a novel molecular target. For a putative cytostatic agent, if the evidence is not strong then the rationale can be questioned for further development of an agent that does not demonstrate tumor regressions given the large number of agents waiting to be tested. If the evidence for a cytostatic effect is strong, then some of the trial designs discussed in this chapter may be useful. For an agent directed at a novel molecular target, ideally the preclinical evidence should indicate that the agent affects the target, that affecting the target in this way has a negative effect on the tumor (cells), and that there are reliable assays for measuring the presence of the target in the tumor or the effect of the agent on the target. Frequently, this ideal will not be met as the assay development may be proceeding at the same time the agent is to be developed clinically. In this situation, the standard trial development can be used until reliable assays have been developed. At that point, the trial designs discussed in this chapter may be useful.
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Gene therapy is a medical intervention based on the introduction of genetic material in human cells in vivo or in vitro. The genetic manipulation may be intended to have therapeutic or prophylactic effects or may provide a way of marking cells for later identification.

The concept of gene therapy evolved from the initial observation that certain diseases are caused by the inheritance of a single malfunctioning gene. Following early gene therapy efforts targeting inherited diseases, such as adenosine deaminase deficiency and cystic fibrosis, it became obvious that the limited efficiency of the gene transfer that could be accomplished with the existing gene transfer vehicles (vectors) could make treatment of monogenic hereditary diseases extremely challenging. As a result, the evolution of clinical gene transfer efforts has taken a different course than originally predicted, mainly focusing on cancer. To date, almost two-thirds of the gene therapy clinical trials, more than 400 trials worldwide, are focusing on cancer. One important motivation that underlies the shift has been the evolution of cancer gene therapy approaches that are less affected by the technical limitations complicating treatment of inherited genetic diseases. These approaches attempt to increase tumor cell immunogenicity and/or enhance killing via gene replacement or suicide gene transfer, and, in contrast to the manipulations directed toward overcoming metabolic diseases,
do not require sustained gene expression. Although the field of clinical trials in cancer gene therapy is relatively new, over the last ten years a significant amount of information has emerged that should guide the design of future cancer gene therapy clinical trials. As with all clinical trials, conducting gene therapy clinical trials in human subjects should be viewed as a privilege, not a right, and every effort should be made to assure the safety of the patients.

The use of gene transfer for treatment of malignancies has had an excellent safety record thus far [1]. The tragic death, however, of a patient participating in a human gene therapy trial for treatment of an inherited disease focused national attention on the nature and conduct of human gene therapy trials, which significantly affected the field of cancer gene therapy. The clinical trial in question included intrahepatic artery infusion of a replication-deficient adenoviral vector encoding the ornithine transcarbamylase gene into a patient with partial ornithine transcarbamylase deficiency [2]. The second patient in the last (highest) dose cohort was treated with $2 \times 10^{13}$ vector particles. After 24 hours the patient showed clinical deterioration and acute elevation in cytokine levels. What followed next was evidence of systemic inflammatory response syndrome, lack of tissue oxygenation due to adult respiratory distress syndrome (ARDS), subsequent multi-organ failure, and the first death of a human gene therapy trial subject [3]. The etiology of this lethal toxicity is most likely multifactorial. Although the injection of high doses of the adenoviral vector certainly played a role in the fatal outcome, other contributing factors possibly influencing the outcome must also be considered. The underlying ornithine transcarbamylase deficiency, the effect of mechanical ventilation on developing ARDS, as well as the presence of bone marrow aplasia in the subject’s post-mortem exam may have also played a role in the sequence of events [4]. Although this event did not occur in a cancer gene therapy trial, and similar doses of other non-replicating adenoviral vectors (such p53 encoding adenovirus) administered via the hepatic artery to patients with metastatic cancer were well tolerated [5], it did have a significant impact on the field of cancer gene therapy. It emphasized some critical lessons in the conduct of all clinical trials; rules and guidelines for conducting clinical experiments should be adhered to, and quality assurance testing of materials including gene delivery vectors should be reinforced. In addition, as the field of gene therapy evolves, there is a major need to collect data regarding efficiency of gene delivery, safety and toxicity in accessible databases so that this already accumulated information can be translated into useful knowledge for all investigators.

More recently two significant adverse events occurred in a European pediatric trial of retroviral gene transfer for X-linked combined immunodeficiency, also known as gamma chain deficiency. In this trial pediatric patients with no alternative treatment options underwent bone marrow transplant with autologous CD34 bone marrow cells, stably transduced with a retrovirus expressing the gamma-c gene. Nine out of ten patients were cured with this approach. However, almost three years after gene therapy, uncontrolled exponential clonal proliferation of mature T cells occurred in the two youngest patients. Both patients’ clones showed retrovirus vector integration and proximity to the LMO2 proto-oncogene promoter leading to abnormal
transcription of expression of LMO2. This side effect, although not having significant implications in the conduct of cancer gene therapy trials employing retroviral vectors to destroy cancer cells, since in this setting the risk of incorporation to normal cells and secondary malignancy is extremely low, it will definitely impact the design of clinical trials employing retrovirus-transduced hematopoietic stem cells [6].

This chapter will focus on some of the most important considerations in the design of gene therapy trials. The American Society of Gene Therapy, recognizing the importance of proper training in the evolution of the field, has been organizing Clinical Gene Transfer Training Course, in association with its annual meetings.

I. REGULATORY REQUIREMENTS AND GOOD MANUFACTURING PRACTICES FOR GENE TRANSFER PRODUCTS

All gene therapy products and most somatic cell therapy products in the United States are regulated by the Food and Drug Administration (FDA). As of 2005, there are no FDA-approved gene transfer products in the USA. Therefore, all gene transfer clinical trials need to have an Investigational New Drug (IND) application approved prior to enrolling patients. The process for manufacture and quality control of gene transfer vectors used for direct administration to clinical trial subjects or for ex vivo modification of cells must be documented in an IND submission to the FDA. There are multiple components used during the production of gene transfer vectors including cell banks, viral banks, and molecular constructs. In order to ensure production of a consistent and high-quality vector product, each component used during production must be controlled through testing and characterization. Poor control of production processes can lead to the introduction of adventitious agents or other contaminants or to inadvertent changes in the proper stability of the biological product that may not be detectable in final product testing. For this reason the methods and the agents involved in the production process should be clearly defined. The division of cell and gene therapy, Center for Biologics Evaluation and Research (CBER), applies a stepwise approach to the requirements for testing and characterization of components, which allows greater flexibility at early phases and requires strict compliance with regulations by phase III.

Good manufacturing practice (GMP) should be applied in the production of clinical grade gene transfer products. GMP is the part of quality assurance which ensures that medicinal products are consistently produced and controlled to the quality standards appropriate to their intended use and as required by the marketing or product specification. There are two main components of GMP: production control and quality control. Production control is focused on manufacturing, including suitability of the facility and staff for manufacturing, development of standard operating procedures, and record keeping. Quality control is concerned with sampling specification and testing and with recommendation and review of procedures ensuring
satisfactory quality. Important steps pertaining to quality assurance of the gene transfer products include:

1. Characterization of the plasmids that have been used for preparation of the vector (such as plasmids used for preparation of the retroviral producer lines, adenoviral shuttle vectors, or the plasmid used for transient transfections for the production of adeno-associated viruses (AAV) or retroviral vectors); the description and derivation of plasmid is important including the backbone, gene insert, regulatory elements, selection markers; a diagram of the construct; and the confirmation of identity, frequently performed with restriction analysis. Additional requirements for plasmids include sterility; characterization of endotoxin levels; purity; activity, i.e., gene expression; concentration; and sequence analysis.

2. Cell banks, established for cell lines used in production such as packaging cells, producer cells, and feeder cells, should be characterized regarding derivation; culture conditions and reagents used; cryopreservation and storage conditions; and stability including genetics, phenotypic stability, and viability. In addition, safety testing including mycoplasma, adventitious viruses, species specific pathogens, bacteria, and fungi is required.

3. Characterization of free agents used in the production projects include characterization of cytokines, growth factors, antibiotics, cell selection devices, monoclonal antibodies, and plasmids. Final concentration of the reagents, source, vendors, certificates of analysis for critical reagents, and the clinical grade of licensed products needs to be available.

4. The final product should be tested for purity. This includes testing for total DNA cell content, testing for homogeneity of size and structure, excluding contamination with RNA or host DNA, testing for proteins if present as contaminants, testing for replication competent viruses resulting from recombination or complementation, testing for toxic materials involved in production, and testing for the presence of endotoxins. In addition, the final product should be free of adventitious agents including viruses, bacteria, fungi, and mycoplasma and should be tested for sterility, identity, and activity. Consistency in purity should be confirmed from lot to lot.

II. PRECLINICAL DEVELOPMENT OF GENE THERAPY VECTORS/TOXICOLOGY TESTING

In the development of new vector systems for gene transfer, clinical pharmacology and toxicology studies are frequently conducted in conjunction with the development of product manufacturing. The overall goal of preclinical animal and in vitro studies is to support the safety and the rationale for use of the product in human subjects. There are several goals to be achieved by preclinical testing that contribute to the design and conduct of the initial clinical trial. These include:

1. Identification of doses that confirm the desired biologic effect
2. Definition of the safe starting dose in escalation scheme
3. Identification of pharmacodynamic measures of biological activity
4. Identification of safety and toxicity parameters to monitor in the clinical trial
5. Definition of inclusion and/or exclusion criteria based on observed toxicities
6. Designating stopping rules for the clinical trial based on the toxicity of the profile observed in animals

Traditional drug development programs evaluating the safety of small molecule or protein therapeutics typically conduct toxicology testing in normal animals using a well-defined paradigm to establish the acute, subacute, and cumulative toxicities of an agent prior to its first use in humans. The advantages of this approach are that a wide range of doses may be investigated to give high multiples of the expected human exposure. In addition, metabolism and pharmacokinetics in different species may be established as a basis for comparison for clinical dosing. However, there are limitations to this approach when applied to toxicity testing of gene transfer agents. Species specificity of the transgene product, limitations in the doses that are feasible to administer, and the interaction of the agent with a specific receptor should be taken into consideration when designing toxicity studies. In gene transfer research, demonstration of safety must also take into account toxicities due to both expression of the transgene, as well as any specific adverse effects associated with a vector, and mode of delivery used to introduce the foreign gene. Additionally, any underlying pathology associated with the disease investigated may either exacerbate or confound toxicity related to the gene transfer system. These points must be considered when designing a preclinical protocol to evaluate the safety and efficacy of a gene transfer agent.

Preclinical studies in support of use of gene transfer vector in clinical studies should be conducted in compliance with the regulations for good laboratory practice (GLP, 21CFR part 58). Although preclinical pharmacology and efficacy studies in animals as well as in vitro pharmacology studies are not always expected to be conducted in full compliance with GLP, toxicology studies including in vitro toxicity studying, single and repeat dose toxicity testing in animals, in vivo reproductive toxicity and carcinogenicity studies, as well as biodistribution studies for gene transfer research are expected to follow the guidelines set forth by the regulations.

### III. FEDERAL AND INSTITUTIONAL APPROVAL PROCESSES FOR CLINICAL GENE THERAPY TRIALS

There are both institutional and federal levels of oversight for clinical gene transfer trials. Two important institutional committees include the Institutional Review Board (IRB) and the Institutional Biosafety Committee (IBC). The IRB's role is to protect the rights of research participants by conducting a risk-benefit assessment and assuring that the informed consent document accurately reflects this balance. This includes assessment of risk for physical, psychological, and social harm in the context of anticipated benefit.
The IRB has the authority to approve or disapprove gene transfer protocols independent of the other regulatory bodies involved at the regular or federal level. The IBC reviews trial design, biosafety, and containment as well as compliance with National Institutes of Health (NIH) U.S. guidelines. The aim of this review is to minimize risks to close contacts and to the community as well as to the individual research participants.

At the federal level, the FDA oversees gene therapy trials at all institutions, reviews safety and efficacy data, and represents the regulatory authority. The FDA is ultimately responsible in authorizing clinical trials to proceed, and can also put clinical trials on hold or close clinical trials as necessary in light of new information. NIH guidelines apply to investigators conducting gene transfer research that is founded by the NIH or performed at an institution that receives NIH support for any type of recombinant DNA research. The NIH Recombinant DNA Advisory Committee (RAC) is a federal advisory committee providing advice and recommendations to the NIH director regarding recombinant DNA research. It conducts public review and discussions of the science, safety, and ethics of human gene transfer research. The oversight function of RAC includes reviewing gene transfer protocols, safety information, and issues both relevant to specific protocols and of general importance to the field. NIH guidelines define the roles and responsibilities of the institutions, investigators, and the institutional biosafety committee. Gene transfer protocols subjected to NIH guidelines should be registered with the NIH Office of Biotechnology Activities (OBA) and undergo initial RAC triaging regarding the need for an in-depth review. In addition to the clinical protocol, the initial submissions include responses to Appendix M Points to Consider in the Design and Submission of Protocols for the Transfer of Recombinant DNA into Human Subjects (http://www.4od.nih.gov/oba/rac/documents1.htm). Approximately 20–30% of protocols are selected for in-depth review by RAC. The recommendations of RAC subsequently are sent to the principal investigator and the institutional IRB, IBC, and FDA. IRB review and approval can occur before or after RAC review. The same applies for FDA review and authorization of IND application. During the review process, early RAC input is encouraged by the NIH and FDA. The final IBC approval cannot occur until RAC review is completed and no research participant may be enrolled prior to completion of the RAC review process. In addition, within 20 days of enrollment of the first participant, the principal investigator must submit to the NIH Office of Biotechnology Activities a response to RAC recommendations, a copy of the final protocol if applicable, a copy of final informed consent, and a copy of IRB and IBC approval.

IV. GENE THERAPY CLINICAL TRIAL DESIGN

Most of the gene therapy trials are currently stage I/II studies with the minority of them being phase III trials. The classic phase I design with three patients per dose level has been employed for most of the gene therapy trials. Several clinical trials during the last decade have proven the safety of intratumoral administration of a variety of vectors both replicating and non-replicating for different therapeutic transgenes. Among them are retroviral, adenoviral vectors, vaccinia
virus, and DNA/liposome complexes. Sites of administration include skin and subcutaneous tumor deposits, lymph nodes [7], the central nervous system, [8–10], prostate gland [11–12], and a variety of other intra-abdominal and throracic visceral organs such as liver and lungs [13–14]. As it pertains to systemic administration of viral vectors, clinical trials have been performed mainly with adenoviruses, both selectively replicating and non-replicating and the paranyxovirus PV701 can oncolytic strain of Newcastle disease virus) [30–31]. Hepatic artery administration of a non-replicating adenovirus encoding the tumor-suppressor gene p53 showed that very high adenoviral doses of $7.5 \times 10^{13}$ particles could be associated with hypotension [15]. In contrast, lower doses of both a non-replicating p53 adenovirus ($2.5 \times 10^{13}$ particles) and $2 \times 10^{12}$ particles of the replicating adenovirus ONYX-015 administered through the hepatic artery were well tolerated [16]. The most common side effects associated with the administration of the ONYX virus include mild constitutional symptoms and reversible LFT elevation. Intravenous administration of ONYX-015 in doses up to $2 \times 10^{12}$ viral particles was also well tolerated except for mild to moderate constitutional symptoms [17].

Tolerance of intravenous administration of PV702 improved significantly with the use of initial lower desensitizing doses, allowing a 5-1 to 10-fold increase in the maximum tolerated dose [30, 31].

From the above, it becomes obvious that for vector systems previously used in the clinic through a specific route of administration, that have a proven safety record, alternative phase I designs such as the accelerated titration design, i.e., treating one patient per dose level with conversion to the standard cohort of three design, should grade 2 or higher toxicity occur, may be appropriate [18]. It appears that for both adenoviruses and retroviruses the maximum number of infectious particles delivered intratumorally is only limited by the titers that can be produced. Different rules apply, however, when intra-arterial or intravenous vector administration is contemplated or when novel replicating viral vectors are introduced to the clinic. In this setting, safety has to be convincingly demonstrated and more conservative study designs should be applied.

When determining a phase II dose during a phase I gene therapy study, the aim should be to identify the dose that can achieve the maximum biologic effect, which can occasionally reach a plateau at doses below the maximum tolerated dose. This emphasizes the need for convincing correlative end points that should be incorporated in all phase I/II clinical gene therapy trials.

Initially gene transfer had been envisioned by many as being able to eradicate cancer as a single modality, but a principle has recently emerged investigating the value of combining gene transfer with traditional anticancer modalities such as chemotherapy and radiation therapy. For example, preclinical cytotoxic synergy has been demonstrated between the conditionally replicating adenoviruses (oviruses) and different chemotherapy agents [19]. These results have been confirmed in a clinical trial in head and neck patients where viral monotherapy led to objective responses in only 15% of the patients as compared to 60% of the patients when this treatment was combined with 5-FU/cisplatin chemotherapy [20]. Similarly, intratumoral administration of replication deficient p53 adenovirus along with cisplatin appears to be synergistic in a variety of tumor cell lines [21], including lung cancer cells. Two of the 24 patients with
non-small cell lung cancer refractory to platinum agents exhibited partial responses and stable disease was seen in 17 patients in a clinical trial [22]. Furthermore, combination of gene transfer with radiation therapy is a subject of ongoing evaluation. Based on encouraging preclinical work, a phase I/II trial of radiation therapy in combination with 3 biweekly intratumoral injections of Ad p53 in patients with locoregionally advanced non-small cell lung cancer achieved a one-year progression-free survival of 45.5%, which is superior to historic controls [23]. Although the potential of combining gene transfer agents with conventional treatment modalities such as chemotherapy and radiation therapy has become more obvious, the design of combination studies needs to be carefully considered. When limited experience exists with the gene transfer agent alone, an appropriate design may include administration of the gene transfer agent for one of two treatment cycles followed by the combined modality approach. If there is adequate prior experience with the gene transfer agent, upfront administration of the conventional chemotherapy agent or radiation therapy in combination with the gene transfer agent is appropriate. In this setting the investigators need to be particularly aware and sensitive to unexpected side effects, with severity, specificity or frequency that exceeds the expected, based on the prior experience with the gene transfer agent alone or the conventional therapeutic modality as single agent. Possibly interim assessment of observed toxicity should be required and appropriate early stopping rules/safeguards should be applied.

V. CORRELATIVE END POINTS

In gene transfer trials, it is essential that meaningful correlative endpoints are employed in order to correlate the employed doses with biological effect and select the most appropriate dose for phase II setting. This usually requires repeat tumor biopsies, a task not always easy when performed in a multi-center setting or for deep-seated tumors. Significant parameters to examine include transfer of DNA to the target tissue, usually by employing PCR-based methodology, and even more important, expression of the transgene as indicated by the presence of mRNA by RT-PCR or at the protein level usually employing immunohistochemistry or FACS analysis. In case of replicating vectors, one additional element is the demonstration of replication. Although assessment of replication by in situ hybridization is appealing, since it allows assessment of the nature and distribution of the infected cells, it is limited by sampling variations and small amount of tissue assessed, which can lead in false negative results. Depending on the vector type, the presence of viral genomes in the peripheral blood is not always an adequate demonstration of viral replication. For example, non-replicating adenoviral vectors can be detected in the peripheral blood using sensitive PCR technology. Therefore, decrease of adenoviral titers in the peripheral blood with a subsequent increase during the second round of viral replication is necessary in order to convincingly demonstrate replication of replicating adenoviral vectors.

Another important consideration pertains to the use of provisionally replicating viruses that exploit specific molecular alterations. Examples include
ONYX-015 (replicates in cells with malfunctioning p53) [24] and reovirus (replicates in cells with activated ras pathway) [25]. Collection of information prospectively as part of clinical trials that would subsequently allow the correlation of clinical efficacy with the molecular alteration thought to be responsible for the selective replication of the virus should be encouraged. In later stages of development this may prove crucial in tailoring molecular therapies to the appropriate patient population. For example, there was a lack of correlation between the p53 mutation status and response to ONYX-015 in a trial of hepatic artery administration of the virus [16].

Another issue to be addressed is viral kinetics, i.e., distribution of virus after administration to humans via a specific route. For example, a phase I/II trial of intratumoral administration of p53 encoding adenovirus (Ad p53) in patients with recurrent head and neck cancer [26] showed that Ad p53 DNA was detected in the blood by PCR 30 minutes after Ad p53 injection and gradually eliminated over the next 48 hours. Cytotoxicity assays (CPE) performed in patients treated at $3 \times 10^{10}$ and $10^{11}$ pfu (the highest two-dose levels) showed that viable Ad p53 was present in blood at the highest level 30 minutes after intratumoral injections, decreased at a rate of 2 to 4 orders of magnitude by 90 minutes, and further decreased to very low or undetectable titers by 24 hours to be completely eliminated by 48 hours after injection. Ad p53 was detected in the urine from some patients who received doses of $3 \times 10^9$ pfu or greater, and was present in urine from all patients who received doses of $3 \times 10^{10}$ pfu or greater at 3–17 days from the last viral administration. These data demonstrated a relationship between dose and secretion of the viral vector in the urine. Ad p53 was also detected in the sputum and/or saliva samples of 6 high-dose patients tested; the virus was detected within one day of injection and was cleared to background levels within 7 days. Similarly, the HSV-tk adenovirus was detected in a dose-dependent manner in the urine of all patients after intraprostatic administration [11]. Studies such as these are important in order to not only elucidate what happens to a specific viral agent after administration and determine the optimal frequency of repeat dosing, but also in order to address public safety issues, especially when replicating agents that have potential for transmission are employed. Although a significant public health issue relates to the exposure of health-care providers and family members to potentially harmful viral vectors, only limited information is available. In one study of intratumoral administration of adenoviral vectors, two health providers with the greatest risk of exposure were tested. No elevation of neutralizing antibodies was observed in their serum, and neither serum nor urine contained infectious p53 particles or Ad p53 DNA [26]. This issue has unfortunately been only minimally or inadequately addressed in most clinical trials. A conscious effort should be made to address this theoretical risk in future trials, especially when novel replicating viral agents are employed.

In addition, it is important to characterize the immune response against the vector and/or transgene if applicable, which certainly can affect the effectiveness of treatment, especially after systemic administration of the viral agent. For example, a significant concern since the early days of adenoviral gene transfer has been the presence of anti-adenoviral neutralizing antibodies.
Indeed, in all of the adenoviral trials the level of neutralizing antibodies appeared to increase significantly within three to four weeks after administration of the virus. Antibody titers, however, did not appear to correlate with adenoviral dose or course of treatment and did not prevent the expression of therapeutic levels of the transgene after intratumoral administration or viral replication after intra-arterial administration [16, 26].

Despite systematic efforts in most gene therapy trials to assess the distribution of viral vectors/transgenes by performing repeat tissue biopsies, the results are often suboptimal. Biopsies are invasive procedures that can only be performed to a limited extent and are subject to sampling errors. There is therefore an emerging need for assessment of viral dissemination by using non-invasive monitoring procedures. This information in turn can prove very useful in order to judge the adequacy of delivery, possibly predict toxicity, and determine optimal dosing. Examples of novel technology that hopefully will be incorporated in clinical trials in the near future include use of positron emission tomography (PET scanning) employing \([124I]\)-5-iodo-2'-fluoro-1-\(\beta\)-D-arabinofuranosyl-uracil (FIAU) in order to image cells infected with viruses of the herpes simplex group (HSV). FIAU is a substrate for the phosphorylation catalyzed by viral thymidine kinase (TK). These phosphorylated nucleoside analogs are trapped within the tumor cells and accumulate to levels that are measurable by current imaging techniques. Using PET, as few as \(1 \times 10^7\) viral particles injected into 0.5-cm colorectal xenografts could be detected by \([124I]\) FIAU PET imaging. The PET signal in this particular study was significantly greater at 48 hours compared to 8 hours after viral injection, indicating that the PET scan can detect changes in TK activity resulting from local viral proliferation. In addition, FIAU PET scanning was able to detect differences in viral inactivity at 0.5 log increments. Thus, PET may prove a useful modality for the localization of provisionally replication-competent HSV-1 viruses [27]. Similarly, PET or SPECT can also be used to follow the expression of the herpes simplex virus thymidine kinase gene when used as therapeutic transgene [28]. Another novel approach in this direction is the construction of trackable viral vectors expressing inert (non-immunogenic, non-functional, and accurately measurable) soluble marker peptides such as CEA and \(\beta\)-HCG. Oncolytic vaccine strain measles viruses were generated expressing CEA or \(\beta\)-HCG. A correlation was observed between expression of the marker peptide and viral gene expression, and \textit{in vivo} kinetics of this trackable virus could be easily followed by measuring the concentration of the marker peptides in culture supernatants or in the serum. Measuring peptide levels in the serum could serve as a real-time indicator of viral gene expression; therefore facilitating the rational development of effective and individually tailored cancer virotherapy [29]. The first clinical trial of intraperitoneal administration of a measles virus derivative expressing CEA (MV-CEA) in patients with recurrent ovarian cancer is ongoing.

In summary, correlative endpoints including evaluation of expression of the transgene, immunological response to transgene or vector (when appropriate), vector kinetics, and assessment of viral replication if replicating vectors are important in order to validate the clinical utility and optimize gene transfer and virotherapy approaches. More traditional endpoints such as
assessment of safety and efficacy, and their association with laboratory correlates are also key elements, when evaluating a new gene transfer based approach. There is gradually increasing hope that new developments in the field of gene transfer, including vector targeting, new vector systems, replicating vectors, and novel transgenes, along with constructive use of lessons learned in the recent past will allow the safe and efficient incorporation of gene transfer and virotherapy approaches in the treatment of cancer.
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I. INTRODUCTION

Modulation of radiation sensitivity has been a topic of both laboratory and clinical investigation for many years [1]. Recently, the scientific community has gained a better understanding of molecular cell biology including such topics as DNA repair, cell cycle control, internal signal transduction, and apoptosis. This improved understanding of radiation-induced effects at the molecular level coupled with historical efforts to enhance radiation effects has placed the radiation oncology scientific community in a position to capitalize on many potential avenues of radiosensitization.

Historically, the first efforts at radiosensitization involved the combination of radiation with conventional chemotherapy agents as well as hypoxic cell sensitizers. The use of cytotoxic chemotherapy agents can be curative in many hematological malignancies; however, cures with chemotherapy alone are uncommon in patients with epithelial or other types of solid tumors. This dichotomy of effects stems from the fact that it is not possible to obtain the several logs of cell kill required for eradication of gross solid tumors [2]. Cytotoxic chemotherapy agents can contribute to radiosensitization in the treatment of solid tumors. However, the challenge for investigators in this area is to develop methods of utilizing cytotoxic agents in a manner to radiosensitize tumor cells and not normal cells (enhance the therapeutic ratio). Hypoxic
radiosensitizers, in particular tirapazamine (TPZ), have been utilized in an effort to take advantage of the distinction between normal cells and tumor cells in terms of their oxygen tension levels. These agents have shown the most promise in clinical trials when used in conjunction with cisplatin [3], and when used concurrently with radiotherapy for advanced head and neck cancer [4, 5]. While these classical agents continue to hold promise and are actively pursued in clinical trials, this review will focus on radiosensitization approaches that are developing to capitalize on the increasing ability to target molecular events in the tumor cells. As these areas of research progress, it will be important to integrate our new understanding of tumor control at the molecular level with our past understanding of classical radiosensitization parameters.

The DNA double-strand break has long been accepted as an important event in cellular injury due to radiotherapy. Therefore, mechanisms for DNA damage recognition and repair may be targets for therapeutic intervention [6]. However, such approaches have not yet come to clinical trial, although laboratory work has shown potential [7–12]. Other approaches to addressing biological radiosensitization targets include targeting growth factors and signal transduction pathways. This area of research has not been fully realized in the form of multiple clinical trials, but initial trials are under way with agents targeting cell surface growth factor receptors including their enzymatically active domains and downstream signal transduction cascades. The most widely studied current receptor is epidermal growth factor receptor (EGFr). Several anti-EGFr antibodies have been synthesized. In addition to anti-EGFr antibodies, such as cetuximab (C225) [13], agents have been developed that interact with the active tyrosine kinase intracellular portion of the receptor [14]. These agents have been explored in several clinical trials. However, there is a paucity of trials that have explored the combination of these agents with radiotherapy in an effort to examine radiosensitization. Indeed, it is not immediately obvious why interaction with EGFr or similar growth factor receptors would lead to synergy with radiation therapy. However, such synergy may occur through several mechanisms, as will be discussed later in this chapter.

This chapter will focus on four current approaches to radiosensitization; primarily addressing new molecular targets for radiosensitization that have reached clinical trial, or that are likely to form the basis of clinical trials in the near future. These selected areas provide examples of various cellular mechanisms that can be altered to affect radiosensitivity. This chapter will also highlight studies of the epithelial growth factor receptors, which include Her1, Her2, Her3, and Her4. The focus will be primarily on EGFr (Her1), which is the most commonly exploited receptor. It will also address interactions with the downstream signal transduction cascade, which includes Ras inhibition and subsequent inhibition of the mitogen-activated protein (MAP) kinase pathway. Much of the work taking place in clinical trials with and without radiation involves inhibition of farnesylation, which disrupts the ability of Ras to localize to the cell membrane. As Ras activation acts immediately downstream of the EGFr tyrosine kinase, this approach is closely related to that of EGFr modulation (Figure 17.1). A third molecular target for radiosensitization is related to the exploitation of cell cycle control, and involves such gene targets as p16, p21, and p53. The final topic to be reviewed is the potential
EGF receptor (EGFr) signal transduction. EGFr is a class I transmembrane tyrosine kinase receptor with each receptor interacting with a separate ligand (EGF). Interaction induces dimerization and autophosphorylation of the intracellular C terminus portion, which leads to conformational changes enhancing tyrosine kinase activity and allowing interaction with substrates. The growth stimulus is transmitted via the growth factor receptor binding protein (GRB) and son of sevenless (SOS), which leads to dissociation of GDP from membrane bound Ras. Ras then binds with GTP, which is more prevalent than GDP in the cytoplasm. This leads to interaction with Raf and stimulation of the MAP kinase pathway. Ras is returned to the rest state by GAP, which dephosphorylates GTP. EGFr also leads to increased VEGF production, and in addition has anti-apoptotic effects by decreasing levels of phosphorylated STAT-3. See Color Plate 23.

exploitation of DNA damage recognition and repair, as our understanding of these processes continues to improve. Although these potential modalities have been investigated for several years, they have yet to come to clinical trials. In part, this may be due to the fact that DNA repair takes place within the nucleus, which makes these targets somewhat more difficult to access than surface receptors or processes that take place in the cytoplasm. However, it is becoming increasingly possible to target intranuclear targets, and it is likely that targeting the recognition and repair pathways of DNA damage will reach clinical application within the next few years.
II. GROWTH FACTOR RECEPTORS

EGFr has been studied for roughly twenty years. It was originally identified through the study of a mutant tyrosine kinase that induced tumors in animals [15]. EGFr is a 170-kDa transmembrane glycoprotein that interacts with external ligands to activate its tyrosine kinase activity. Ligand interaction with the extracellular receptor portion activates the intracellular tyrosine kinase component of EGFr (Figure 17.1). EGFr is closely related to other tyrosine kinase growth factor receptors such as the Her2/neu and insulin receptors. EGFr is present in many cell types, with hematopoietic cells as a notable exception. The N terminus of EGFr is located in the extracellular domain, while the C terminus resides inside the cell. A hydrophobic transmembrane region separates the two. Unlike the oncogenic mutant tyrosine kinase to which its discovery is linked, EGFr requires a ligand for activation. Ligands that activate EGFr include epidermal growth factor (EGF) as well as transforming growth factor alpha (TGFα).

Interest in EGFr has been stimulated by the discovery that it is overexpressed in multiple tumor types including melanomas, cancers of the head and neck, gastrointestinal malignancies, lung cancer, and prostate cancer. Depending on the tumor cell type, the percentage of tumors found to have EGFr overexpression ranges between 50–90%. Head and neck cancers tend to overexpress EGFr in nearly 100% of cases. Although the discovery of EGFr overexpression in multiple malignancies has been exciting, it is even more important to note that EGFr overexpression in tumors is frequently associated with much lower expression of EGFr in surrounding normal tissue [16]. This latter finding suggests that EGFr can be used as a selective target for cancer cells while sparing normal tissue. The number of EGFr receptors per epithelial cell is typically $10^4$ to $10^5$ per cell, dependent on cell type, with numbers exceeding $10^6$ in some cell lines such as A431 (human gynecologic squamous cell cancer).

EGFr is the only known receptor for epidermal growth factor. It is also one of the few known receptors for TGFα. However, it is known that TGFα can stimulate the MAP kinase pathway even while EGFr is blocked with a monoclonal antibody. This suggests that there is an alternative receptor for TGFα [17]. Several other ligands can activate EGFr. Interaction of the ligand with the extracellular domain causes ATP-induced phosphorylation of various intracellular components. These phosphorylations lead to activation of signal transduction cascades, which include the Ras/Raf MAP kinase cascade that has activity in regulating apoptosis and cell cycle control.

Binding with ligands promotes the formation of EGFr dimers, which is associated with increased tyrosine kinase activity, autophosphorylation of EGFr, and interaction with substrates. EGFr is a subclass I transmembrane tyrosine kinase, which exists as monomers on the cell surface, each of which independently interacts with ligands. Ligand interaction induces dimerization, and the proximity of the intracellular domains of the receptor induces phosphorylation. Autophosphorylation of the intracellular tyrosine kinase portion induces conformational changes that allow interaction with various intracellular substrates [18].
Both TGFα and EGF are capable of inducing angiogenesis [14]. Angiogenesis has been shown to be inhibited in vivo by cetuximab-induced blockade of EGFr in a mouse pancreatic cancer xenograft model [19, 20]. Intracellular targets activated by EGFr tyrosine kinase include phospholipase C-γ (PLCγ), phosphatidylinositol-3′-kinase (PI3K), G proteins, Ras, GTPase activating protein (GAP), growth factor receptor binding protein 2 (Grb2), and Src kinases. The best known and most completely elucidated activated pathway is the Ras/Raf MAP kinase pathway. PI3K is a component of multiple signal transduction pathways and is associated with lipid metabolism [21].

Several approaches have been explored in an attempt to create radiosensitization through various interactions with EGFr. The receptor can be blocked by a specific antibody, such as cetuximab in the case of EGFr or trastuzumab in the case of Her2. Another approach is to interfere with the tyrosine kinase cytoplasmic component of EGFr, as is currently being explored with the small molecule gefitinib (ZD1839). Such disruption of the receptor can lead to radiosensitization via several potential mechanisms, which will be discussed below. Mechanisms for radiosensitization include direct effects on tumor cell molecular biology, as well as indirect effects such as immune system interaction and angiogenesis inhibition. Direct effects in principle should be measurable with in vitro methods, but paradoxically clonogenic survival analysis does not consistently demonstrate cetuximab radiosensitization [22]. Recent results support this view, and suggest that radiosensitization arises from complex processes involving the surrounding tissue matrix [23].

It has long been known that activation of Ras and its subsequent downstream events can lead to radiation resistance [24]. A high percentage of tumors have a Ras mutation, which leads to sustained activation of Ras, and this activation is associated with poor prognosis and radiation resistance [25–27]. Blockage of EGFr or interference with its tyrosine kinase can lead to an increase in radiation sensitivity that is similar to the radiosensitization created by interference with Ras function and the subsequent disruption of downstream events [28, 29].

One of the downstream events stemming from irradiation under conditions of EGFr blockade, which may be transmitted by the MAP kinase pathway, is alteration of radiation-induced redistribution of the cell cycle. It has been shown in prostate cancer cell lines that inhibition of the EGFr leads to an increase in the percentage of cells in G2-M phase, the most radiation-sensitive portion of the cell cycle. A decreased proportion of cells in the radioresistant S-phase was also observed [29]. These results have been confirmed recently and in addition, it has been shown that the cetuximab/EGFr interaction may lead to an increase in cell populations in the G1 phase [30, 31]. Irradiation in the presence of cetuximab blockade has been shown to result in a shift in the percentage of cells in G2-M as well as G1, with decreased populations in the radioresistant S-phase, and the overall effect is potentially favorable for radiosensitization.

Anti-EGFr-induced radiosensitization may also be intimately involved with DNA double-strand break repair. Administration of cetuximab has been shown to lead to a redistribution of DNA-PK in the cell [30]. Blockade of the EGFr with cetuximab leads to a decrease in DNA-PK in the nucleus
of the cell and increased levels in the cytosol. DNA-PK is the primary enzyme involved in double-strand break repair, and the cetuximab effects on DNA-PK localization may play a role in cetuximab-induced radiosensitization. Detection of DNA damage and signaling of this event may also be altered by EGFr blockade. ATM (protein mutated in ataxia-telangiectasia) is rapidly phosphorylated after irradiation, and it phosphorylates other targets involved in cell cycle control and DNA repair, such as p53 and members of the hMre11/hrad50/nibrin complex. ATM levels are upregulated by irradiation and downregulated by EGF [32]. The impact of cetuximab on ATM levels and activity is unclear, and may depend on cell type. Further investigation of this relationship is warranted.

Apoptosis, and the multiple cellular processes associated with apoptosis, may also play a crucial role in increased radiosensitivity with EGFr blockade. EGF/EGFr interaction leads to an increase in mitosis and inhibition of apoptosis. It has been shown by several laboratories that blockade of EGFr with cetuximab leads to an increase in apoptosis [31, 33]. It is believed that irradiation can activate the downstream events of the EGFr/Ras/MAP kinase pathway independently of epidermal growth factor [34]. This concept has been further supported in prostate cancer cell lines [29] and squamous cancer cell lines as well as breast cancer cell lines [17]. Activation of the MAP kinase pathway can lead to both cell cycle arrest and apoptosis as well as proliferation. Following irradiation alone, it has been suggested that MAP kinase activation is involved in the proliferative status of the tumor cell. This activation can be disrupted by an EGFr blockade with cetuximab, which leads to another possible mechanism of radiosensitivity. However, increased levels of activated MAP kinase were not detected in several cell lines after irradiation and cetuximab exposure [31]. In some cell lines, EGFr appears to influence apoptosis through the signal transducers and activators of transcription (STAT) protein family, in particular via the STAT-3 pathway [33, 35]. Both concurrent cetuximab with radiation or cetuximab alone have been shown to induce markedly decreased levels of phosphorylated STAT-3, which is associated with an anti-apoptotic effect [31].

Cetuximab has also been shown to lead to a decrease in angiogenesis. Decreased levels of vascular endothelial growth factor (VEGF) have been detected after cetuximab administration [19]. The mechanism of this decrease is currently unknown. Decreased angiogenesis has been seen in vivo following cetuximab administration [23]. Histological evaluation of tissue following irradiation and cetuximab administration also shows decreased angiogenesis, in addition to granulocytic infiltration. Additionally, radiosensitization due to cetuximab is more reliably measurable in vivo than in vitro [22, 23, 31]. Although this decrease in angiogenesis and VEGF expression is not measurable in vitro, it may be one of the more important implications of cetuximab blockade in vivo and clinically.

Her2/neu blockade may also lead to an increase in radiosensitivity. This concept has been observed in breast cancer cell lines overexpressing Her2 [36]. Blockade of the Her2 receptor has been associated with downregulation of VEGF [37]. This finding is analogous to similar findings observed with EGFr blockade. Gefitinib inhibits the tyrosine kinase activity of Her2/neu in
addition to EGFr [38]. The study of radiotherapy in combination with blockade of the Her2 receptor will be the subject of future works.

A. EGFr and Clinical Trials of Radiosensitization

The preceding section reviewed the multiple interactions that may occur between radiation and EGFr inhibition. These interactions may lead to radiosensitization. It is possible that these interactions will vary in importance depending on the tumor type. Therefore, the study of radiotherapy and anti-EGFr treatment is being taken to the clinic to determine whether these theoretical arguments and laboratory findings translate into clinically meaningful radiosensitization.

Both EGFr blockade with cetuximab and disruption of the tyrosine kinase portion of EGFr via the small molecule gefitinib have been explored recently in clinical trials. Cetuximab has been studied concurrently with radiotherapy. The first of these trials was a phase I trial for head and neck cancer performed at the University of Alabama at Birmingham (UAB) [39, 40]. In this phase I trial 12 of 15 patients had long-term disease-free survival (greater than 18 months), in excess of the 50% expected disease-free survival for these high-risk inoperable patients. Many patients had a dramatic clinical response (one of these cases is illustrated with pre- and post-treatment tomography in Figure 17.2). Morbidity was essentially equivalent to radiation therapy alone. Currently a phase III trial of radiotherapy with and without cetuximab is under way internationally with an accrual goal of 410 patients. Gefitinib has shown promise in the laboratory. There are several protocols under way utilizing gefitinib to determine dose escalation and pharmacokinetics. There are also phase II and phase III trials targeting lung cancer utilizing gefitinib currently with chemotherapy [41].

B. Connection with VEGF and Specific Inhibitors of VEGF

Modulation of angiogenesis may also hold potential for synergy with radiotherapy. As noted above, EGFr inhibition has been shown to downregulate angiogenesis via decreased production of VEGF [19, 20, 23]. Although a decrease in tumor angiogenesis would be clearly beneficial, it is unclear how this would lead to synergy with radiotherapy. However, recent results shed some light on the mechanism.

Exposure to radiation has been shown to lead to an increase in production of VEGF, presumably due to the generalized proliferative effect of the growth stimulus [42]. Thus, the administration of antibody to VEGF or angiostatin (an anti-VEGF compound) may counter this proliferative effect on the vascular endothelium. Experiments assessing the efficacy of concomitant administration of anti-VEGF antibody with radiation have shown this combination to be effective and synergistic _in vivo_ [42, 43]. The same combination was shown to be no more effective than radiation alone on tumor cell lines _in vitro_. The combination was also effective when acting upon vascular endothelial cells _in vitro_. Greater than additive effects with radiation were seen with _in vivo_ tumors and _in vitro _endothelial cells, which suggests that the mechanism of synergy is due to the effect on tumor vasculature rather than a direct effect on tumor cells.
FIGURE 17.2 Pre- and post-treatment CTs from a 43-year-old female with T2 N2C squamous cell carcinoma of the right tonsil treated with concurrent cetuximab and RT (76.8 Gy at 1.2 Gy b.i.d.) on the phase I UAB protocol. The patient had bulky right-sided adenopathy (5 × 4.5 cm clinically) at the level of the primary (A) and right-sided adenopathy seen best on a cut immediately above the hyoid bone. Follow-up CT one month after completion of therapy shows a dramatic clinical response at these levels (C corresponds to A and D corresponds to B) with minimal residual adenopathy and restoration of symmetry in the oropharynx. Right-sided planned neck dissection shortly after the follow-up scan removed 23 nodes with no residual carcinoma found. The patient is currently NED at 1.5 years.

Similarly, angiostatin has been studied in vivo with concomitant radiotherapy [43]. These experiments were performed on a Lewis lung cancer mouse xenograft. Angiostatin is a proteolytic fragment of plasminogen, which has been shown to inhibit tumor growth by suppressing angiogenesis. In these in vivo experiments (from the University of Chicago), synergy with radiation was demonstrated in much the same way as it was shown with anti-VEGF antibodies.

It is not immediately obvious that reduction in tumor vasculature would lead to an improved tumor response, in view of the negative impact of hypoxia on radiosensitivity. Somewhat surprisingly, administration of anti-angiogenesis factors were demonstrated to lead to an increase in tumor oxygenation despite a decrease in vascular density [44, 45]. This is attributed to a decrease in the amount of oxygen consumption, or possibly a difference in the quality of the microvasculature [45].
Angiogenesis inhibitors show considerable promise as possible synergistic agents for use with radiotherapy, which complements their potential systemic activity. Cetuximab and other agents targeting the EGFr appear to act in part via the anti-angiogenesis pathway, which may contribute to synergy with radiation. Although angiogenesis inhibitors have been explored in numerous recent trials, the use of these inhibitors in combination with radiotherapy will be the subject of future trials.

III. RAS

For many years the Ras family has been considered a promising set of onco-
genomes for exploitation in the radiosensitization context. In 1988, Sklar demonstrated that transfection of NIH 3T3 mouse cells with mutant Ras (several Ras alleles with missense mutations) resulted in radioresistance [24]. After many years of study, the concept of Ras inhibition as a method of radiosensitization has reached the clinic. These clinical trials have involved the farnesyl transferase inhibitors (FTI), which interfere with the ability of mutated Ras to bind to the inner surface of the cell membrane [46]. Ras is the most commonly mutated oncogene in human cancers. There are several known human alleles, denoted K-Ras, H-Ras, N-Ras, and R-Ras. K-Ras is found to be mutated in 30% of cancers overall and in 50% of colon cancers and 90% of pancreatic cancers. Another important human variant is H-Ras, so named due to its association with the Harvey rat sarcoma virus. It was the first to be discovered, but it is less commonly mutated in human cancers than K-Ras. The alleles N-Ras and R-Ras are less commonly associated with human cancers, although both can transform cells [47]. Ras forms one of the initial components of a signal transduction cascade in human cells (Figure 17.1). It is a membrane-bound protein with intrinsic GTPase activity, and the transformation of GTP to GDP is involved in Ras inactivation following triggering of the downstream cascade. The structure of Ras contains a binding domain for GDP or GTP, and binding to GDP represents the stable off state. When Ras is activated by a tyrosine kinase, such as EGFr, the wild-type Ras is dissociated from GDP. Binding with GTP then occurs (GTP is more prevalent in the cytosol than GDP), and Ras-GTP represents the active form. Activity is transient due to rapid inactivation with the assistance of GAP with GTP being transformed to GDP.

Common mutations of Ras, typically at codon 12, lead to a sustained signal in the absence of stimuli. Sustained signaling along the MAP kinase pathway promotes proliferation and inhibits apoptosis. The primary signaling cascade consists of the elements Ras/Raf/MEK/ERK/Elk-1/c-fos. This sequence forms a cascade of activating phosphorylations, the final elements of which produce an anti-apoptotic signal that leads to an increase in DNA synthesis and eventual mitosis. Ras also interacts with other signaling cascades including stress activated protein kinase (SAPK), which have an opposite pro-apoptotic influence.

Ras and Raf interact when Ras is in the bound state with GTP [48]. In many cases of human cancer, Ras is found to be mutated such that its GTPase
activity is lost, yet it retains its kinase activity. This prevents the Ras onco-
gene from becoming inactivated by transformation of GTP to GDP, yet it
allows Ras to continue activating the MAP kinase pathway. This failure to
reverse the normally transient active state leads to persistent proliferation.

Ras is normally found as a membrane-bound protein on the inner surface
of the cell membrane (Figure 17.1). This location allows it to remain in close
proximity to tyrosine kinases such as EGFr, which it requires for activation.
Posttranscriptional modification of Ras is required via the process of prenyla-
tion, which modifies the C terminal end of Ras. In the case of K-Ras this
process takes place via the enzyme farnesyl transferase and involves the
attachment of a 15 carbon compound. A similar process takes place in case
of H-Ras with a different lipid residue added. It has been shown by several
investigators that interfering with the ability of Ras to bind to the membrane
by blocking farnesylation disrupts its function [49].

Various cell lines with Ras mutations have been shown to exhibit
radioresistance [24, 50]. Several attempts have been made to exploit a devel-
oping understanding of the molecular biology of Ras to reverse radioresis-
tance. One of the earlier attempts involved inactivating Ras mRNA via
antisense technology [51]. A more elaborate scheme involved single chain
antibodies targeting K-Ras transfected by an adenoviral vector [52]. The
intracellular single chain was able to restore radiosensitivity in cells with
mutant K-Ras. In general, radiosensitization via Ras disruption targets only
cells with mutant Ras. This strategy potentially allows specificity to tumor
cells. The first attempt to induce enhanced radiosensitivity via interference
with the membrane binding of Ras was undertaken with lovastatin, a drug
which non-specifically interferes with lipid metabolism. Lovastatin was
shown to induce radiosensitivity, and this was attributed to disruption of far-
nesylation [53, 54]. These results have since been improved upon via the use
of more specific FTIs such as FTI-277 [55]. These results were shown to be
effective in inducing increased radiosensitivity in human tumor cell lines with
a known Ras mutation. Failure to modify the radiosensitivity of cells without
a Ras mutation offers the potential for selectively targeting tumor cells with-
out relying on tumor specific vectors.

Similar to the case with anti-EGFr agents, the FTIs appear to have multi-
ple effects that may contribute to radiosensitization. Growth inhibition
induced by FTIs may not be entirely due to inhibition of activated Ras.
Induction of p21 (WAF/CIP), a cyclin-dependent kinase inhibitor activated by
p53, is seen after transfection with prenylation inhibitors, which leads to cell
cycle arrest in G1 and G2 [56–58]. These events occur for cells with wild-
type Ras as well as mutant cells.

A. Ras and Clinical Trials of Radiosensitization

Specific FTIs have been explored in clinical trials including a clinical trial
with concurrent radiotherapy [46]. This trial involved a total of 13 patients
with pancreatic cancer, head and neck cancer, and lung cancer treated to
doses between 59.4 and 70 Gy with the radiation dose dependent on the
tumor site. The peptide FTI-778123 was administered on weeks 1, 2, 4, 5,
and 7 of radiotherapy with an escalating dose schedule. No grade 3 or 4 toxicities have been observed to date with two complete responses seen (head and neck) and two partial responses, all in the second dose-escalation (280 mg/m²/day). Escalation to 560 mg/m²/day is currently being evaluated.

IV. MODULATION OF p53

The transcription factor p53 is the most commonly mutated gene in human cancers. Its normal function relates to cell cycle control via CDK inhibitors (primarily p21), stimulation of DNA repair via GADD45, and induction of apoptosis. Levels are affected by a feedback mechanism involving MDM2, and loss of this feedback in the mutant p53 case leads to increased levels of dysfunctional p53 protein. Upregulation of wild-type p53 can occur through multiple cellular insults including DNA damage and viral infection. Failure of damage to the genetic material to induce a checkpoint, stimulate DNA repair, and conditionally promote apoptosis could lead to propagation of mutations. For this reason p53 is known as the “guardian of the genome.” Resistance to chemotherapy and radiotherapy in mutant p53 cells arises largely from failure of apoptosis.

Transfection of p53 into cells has been shown to lead to increased radiosensitivity in several cases of mutant cell lines. Results have been inconsistent, with some wild-type cells showing a response and some mutant lines becoming resistant. The adenoviral vector has been the most commonly used transfection vehicle, and Ad-p53 has been shown to increase radiosensitivity in mutant p53 colon and ovarian cancer cell lines [59, 60]. Ad-p53 with concurrent irradiation has been shown to be synergistic in vivo, using a mutant p53 head and neck cancer mouse model xenograft [61]. Restoration of the G1-S checkpoint and apoptosis was observed as well as radiosensitization. Additionally, pro-apoptotic regulators of apoptosis (bax and bak) have been shown to be upregulated after transfection of wild-type p53 [62]. Transfection of Ad-53 (RPR/INGN 201) has been shown to radiosensitize non-small cell lung cancer (NSCLC) cells and not to sensitize normal lung fibroblasts [63].

Retroviral vectors have also been used to transfect p53. Radiosensitivity was induced in a line of p53 mutant breast cancer cells, but was not observed in wild-type breast cancer cells [64]. An increase in sensitivity to chemotherapy agents was not seen for these lines.

Effectiveness of p53 transfection appears to be dependent on the particular target cancer cells [65]. Ad-p53 was effective in both wild-type and mutant prostate cancer cells [66]. Ad-53 also induced increased radiosensitivity in p53 normal glioma cells [67]. The transfection led to increased levels of active p53 and increased apoptosis. Failure of p53 transfection to radiosensitize some p53 mutants may stem from the presence of other mechanisms of resistance on an individual basis.

Wortmannin, an inhibitor of PI3K, leads to an inhibition of radiation-induced upregulation of p53/p21 in wild-type cells [68]. However, in this study little change in p53 and p21 levels were seen in mutant cells, while
radiosensitization was seen in both wild-type and mutant cells. Overall levels of p53 are an unreliable indicator of the potential effects of wortmannin, as mutant p53 is typically overexpressed. The presence of radiosensitization in the mutant case suggests that wortmannin sensitizes via a mechanism unrelated to p53, but the mechanism remains unclear at present. Increased activity of PI3K has been shown to lead to radioresistance in melanoma cell lines, resistance which was reduced by administration of wortmannin [21]. Wortmannin is an inhibitor of many protein kinases, in particular DNA-PK, the primary kinase involved in the repair of DNA double-strand breaks. Wortmannin causes radiosensitization in ATM mutant cells, but not in DNA-PK deficient cells, which suggests that radiosensitization occurs via disruption of DNA-PK and that this is independent of ATM [69].

Potential problems with clinical implementation of these p53 altering treatments are complex. Resistance to p53 gene therapy can occur from p53 inactivation via MDM2 feedback inhibition, the presence of inactivating proteins of viral origin (HPV E6 or adenoviral E1b), or the failure of adenoviral infection. Multiple phase I trials of p53 gene therapy are under way with concurrent radiotherapy and p53 gene therapy currently being investigated by ECOG in the setting of NSCLC [70, 71]. Phase II NSCLC data of Ad-p53 gene therapy (RPR/INGN 201) with concurrent radiotherapy has recently been reported [72]. Tumors were directly injected during bronchoscopy or under CT guidance. Eight of eleven patients undergoing biopsy after treatment were pathologically negative.

V. DNA DAMAGE RECOGNITION AND REPAIR

Repair mechanisms for DNA damage remain under investigation, and to some extent have been elucidated in recent years. Nucleotide excision repair, the removal and replacement of chemically altered nucleotides, is controlled by a series of genes denoted ERCC1 through 5 (excision repair cross-complementing) [73]. Cross-complementing genes are those human genes that reverse a defect upon transfection into a mutant cell line. Nucleotide damage is frequently caused by UV radiation and some chemicals. Defects in this repair mechanism are found in xeroderma pigmentosum and Cockayne's syndrome, which renders such patients sensitive to UV radiation. However, the lethal events caused by higher LET ionizing radiation more typically involve DNA breaks, and the ERCC genes are less relevant.

Similar methods of cross-complementation have uncovered the family of human genes denoted XRCC1 through 7, which reverse the sensitivity to ionizing radiation exhibited by certain mutant rodent cell lines [6]. XRCC1 is known to be involved in the repair of single-strand DNA damage [74]. Other XRCC complementation groups are related to double-strand break repair. This double-strand break repair tends to take place via non-homologous end-joining (repair without use of the sister chromatid) in eukaryotic cells, and is related to the V(D)J recombination that plays a central role in generating random immunoglobulins and receptors during development. Several of the XRCC genes have been identified. XRCC4 is mutated in the Chinese hamster
The protein product of XRCC4 is now known to form a dimer with DNA ligase IV, and XRCC4 has been shown to be phosphorylated by DNA-PK [76]. Both DNA-PK and DNA ligase IV are components of non-homologous end-joining, along with ku70, ku80, and XRCC4. Ku70 and ku80, along with the catalytic subunit of DNA-PK (DNA-PKcs), bind to the free ends of the DNA breaks and protect them from degradation [77]. The XRCC4 DNA ligase IV dimer is then recruited and repair takes place and the details of the repair process remain a topic of investigation. The genes XRCC5 and XRCC6 have been found to code for the proteins ku70 and ku80, respectively. XRCC7 codes for DNA-PKcs. The precise roles of XRCC2 and XRCC3 are presently under investigation and evidence suggests involvement in DNA break repair as well as contributing to centromere stability and chromosome segregation [78–80]. XRCC2 and XRCC3 are part of the hRad51 family of proteins, which are human analogs of homologous recombination proteins in yeast [78, 80].

It may be possible to induce radiosensitization by directly modulating DNA damage recognition and repair mechanisms. Dysfunctional DNA repair has been shown to lead to an increase in radiosensitivity [81–83]. In view of the complexity of the DNA repair process, there are many possible approaches that could potentially lead to clinical translation. Guidance in selecting appropriate molecular targets stems from known human mutations that give rise to alterations in clinical radiation sensitivity. Promising targets include NBS1, ATM, and hMre11, which are the genes mutated in Nijmegen breakage syndrome (NBS) ataxia-telangiectasia (AT), and ataxia-telangiectasia-like disorder (ATLD), respectively. The nature of these syndromes is described below. The gene products of ATM, NBS1, and hMre11 may be targeted by several means, either by interfering with synthesis or interacting with the protein products. The V(D)J related double-stranded DNA-PK repair mechanism is also a potential target.

NBS is closely related to the better known AT syndrome with both characterized by chromosomal instability, immune deficiency, and high incidence of malignancy. Both populations present in childhood. Malignancies tend to be hematopoietic in both cases, and chromosomal instability predominantly affects chromosomes 7 and 14. The clinical presentation of the syndromes is somewhat different. AT patients present with severe neuromotor dysfunction with cerebellar degeneration, dilation of facial blood vessels, and immune deficiency related to humoral (primarily IgA) and cell-mediated immunity. NBS patients present with microcephaly, mental retardation, facial erythema, café-au-lait spots, and IgA deficiency. NBS is less common than AT, with only 50 patients known world-wide. NBS patients are considered to have a greater predisposition to cancer and genomic instability, which may account for the low incidence of homozygotes in the population, despite an incidence of heterozygotes of 1–4% in the general population [84].

NBS1 is a gene that codes for the protein nibrin, which has been implicated as part of a double-stranded DNA repair complex. Nibrin has recently been found to be equivalent to p95, a component of a five protein complex including hMre11 and hRad50, which rapidly localizes to the areas of DNA damage [85]. p95 has been shown to be an essential component in the association of
hMre11 and hRad50, without which these proteins do not colocalize in response to radiation. It is believed that these proteins form a complex immediately upon synthesis (the independent proteins are detected only at very low levels). There is evidence that this complex acts similarly to ATM in that it appears to be involved as a sensor of DNA damage. Unlike ATM, NBS1 mutations do not interfere with the G2-M checkpoint, although there is evidence indicating G1-S is disrupted [86].

Recently an additional related syndrome has been described in a handful of patients, denoted as ATLD, in which other elements of the nibrin/hRad50/hMre11 complex are mutated. Gene expression experiments for these mutants as well as for NBS cells and AT cells show a six-fold underexpression of Jun Kinase activity relative to normal cells following exposure to radiation [87]. This finding suggests the possibility that apoptosis may play a role in increased radiosensitivity of these mutant lines. An additional relationship between ATM and NBS has recently been uncovered, in which nibrin is phosphorylated by ATM in response to ionizing radiation leading to transient S-phase arrest [88–90].

The breast cancer associated gene BRCA1 may be related to the nibrin/hRad50/hMre11 mechanism and have effects relating to DNA repair. BRCA1 is intimately involved with Rad51, colocalizing with it, phosphorylating it, and altering its cellular localization in response to DNA damage [91, 92]. These results establish a potential role for BRCA1 with homologous DNA repair [91]. BRCA1 mutant cells are radiosensitive with transfection of wild-type BRCA1 restoring radioresistance [93, 94]. BRCA1 has recently been shown to colocalize with the hMre11-hRad50-p95 complex after exposure to ionizing radiation [94]. Cells with mutated BRCA1 did not show similar colocalization. It has been suggested that BRCA1 is part of a larger complex including ATM, nibrin, hMre11, hRad50, and components of transcription-coupled repair, and that this complex may be involved in detection of DNA damage and maintenance of genomic stability [95]. However, localization of the nibrin/hRad50/hMre11 complex to sites of DNA damage occurs in the absence of functional BRCA1 [96]. Although both BRCA1 and the nibrin complex play roles in DNA damage recognition and repair, the degree to which these proteins are co-dependent is unclear.

AT, NBS, and ATLD patients are known to be extremely sensitive to radiation — two to three times more sensitive compared to normal cells [87, 97, 98]. In the case of AT, heterozygotes are also more radiosensitive than normals [99]. This finding has not been clearly established for NBS or ATLD. NBS is a rare disorder, and ATLD (hMre11 mutants) is even less common, with only a handful of known patients. The functions of ATM and the hMre11-hRad50-nibrin complex have recently been better elucidated. The hMre11-hRad50-nibrin complex has been implicated as part of a DNA double-strand break recognition complex [85]. Nibrin is phosphorylated by ATM at a known site, and this phosphorylation is essential for the function of the complex [88–90]. This phosphorylation takes place in response to double-strand breaks (ionizing radiation), and leads to a transient S-phase arrest. Nibrin is expressed in extremely small quantities, expression is not upregulated by ionizing radiation, and it represents an attractive target for
radiosensitization. The protein hMre11 is also phosphorylated after irradiation, and it is phosphorylated in vitro by ATM. It is not known if these actions are essential for the function of the complex.

Competitive inhibition of nibrin has been evaluated on human cancer cell lines demonstrating modest radiosensitization [100]. The competitive inhibitor was formed by synthesizing a truncated version of nibrin intracellularly, such that the mutant protein would bind to the complex but be unable to interact with DNA breaks. Methods that do not require degradation and recycling of the wild-type complex may offer improved radiosensitization.

Disruption of DNA-PK double-strand break repair has been explored to a limited extent. Wortmannin is a non-specific protein kinase inhibitor that disrupts intracellular signal transduction and inhibits DNA-PK. It is argued that this is the mechanism of wortmannin-induced radiosensitization [69]. Adenoviral transfection of a single chain intracellular antibody to ku protein (a component of DNA-PK), directed with a nuclear localization sequence, failed to lead to detectable radiosensitization [101]. The single chain antibody was designed to bind with the full ku protein and conceivably may not have interacted with a relevant epitope. Further work is necessary to determine whether DNA-PK double-strand break repair can be targeted to enhance the effects of radiation.

ATM has shown potential as a target for radiosensitization. Some preliminary reports have indicated radiosensitization via antisense targeting of ATM in glioma and prostate cell lines [11, 12]. In these in vitro studies, cDNAs coding for multiple RNA antisense chains were transfected, which disabled ATM synthesis at multiple sites. According to current models, ATM is involved in DNA damage recognition and checkpoint control. ATM is also implicated in maintaining the accuracy of DNA repair [102]. In the presence of normal ATM, cells with intact p53 tend to induce p53 expression and activate the G1-S checkpoint in response to radiation damage. In the case of mutant ATM, cells are radiosensitive, which may in part be due to p53 mediated apoptosis. Therefore use of ATM as a target may conflict with eventual adenoviral targeting schemes that take advantage of p53 dysfunction in cancer cells [103]. However, it is currently unclear if ATM-related radiosensitivity is truly dependent on apoptosis [104]. ATM is involved in both the G1-S and G2-M checkpoints, the latter of which is independent of p53 and may be more important in conferring radiosensitivity. It may also be involved in the S checkpoint and spindle checkpoint [105, 106].

VI. OTHER PROMISING APPROACHES

Based on favorable results in the context of photodynamic therapy, the redox agent motexafin gadolinium (MGd) has been evaluated recently with concurrent radiotherapy and chemotherapy [107, 108]. MGd is a metalloporphyrin that tends to localize in tumors and has been shown to be a radiosensitizer in vitro and in vivo. It catalyzes the production of superoxide anion and hydrogen peroxide. In vivo animal models have also demonstrated an improved mean time to regrowth when used with concurrent chemotherapy consisting
of carboplatin, bleomycin, and doxorubicin [109]. MGd has the additional property of allowing MRI imaging of the redox agent distribution. A phase I dose-escalation trial has been carried out on a small series of biliary and pancreatic cancer patients. No response data is available at present [110]. Concurrent radiotherapy was delivered up to 50.4 Gy in 28 fractions. MGd was evaluated on 61 patients with brain metastases with radiotherapy (30 Gy in 10 fractions) [107]. Survival was similar to historical results with whole brain radiotherapy alone, although a 72% radiological response rate was seen. Hepatic toxicity was the dose-limiting toxicity.

Prostaglandin inhibitors, in particular inhibitors of cyclooxygenase 2 (Cox2), have shown promise as radiosensitizers. Cox2 is an important enzyme that has recently been shown to have potential as a cancer prevention agent. Both Cox1 and Cox2 are associated with prostaglandin synthesis. Cox1 is considered a housekeeping gene and Cox2 is an inducible counterpart that tends to be overexpressed under situations of cell stress. Cox2 is overexpressed in several types of cancer [111, 112]. Cox2 inhibitors have demonstrated promise in cancer prevention, in particular for colon cancer [111]. Cox2 has also been shown to be overexpressed in vascular endothelium and is believed to be associated with the angiogenesis of prostate cancer [111]. Irradiation can transiently increase Cox2 expression. In a series of experiments employing Western blots, Cox2 protein expression was evaluated at doses of 5, 10, and 15 Gy [113]. A 100% increase in Cox2 protein expression was observed at 15 Gy.

Demonstrating the fact that many of these new agents have some common effects, angiogenesis and apoptosis may be important mechanisms by which Cox2 inhibitors sensitize cells to irradiation. Cox2 increases levels of VEGF, induces production of factors stimulating endothelial cell migration, and inhibits endothelial cell apoptosis [114]. In vivo experiments utilizing a sarcoma/mouse xenograft demonstrated radiosensitization with the Cox2 inhibitor SC-236 [115]. There was no increase in normal tissue effect. Cox2 does not appear to be involved in repair of radiation injury, unlike Cox1 [116]. SC-236 has also been shown to be a radiosensitizer in the setting of a glioma xenograft, and radiosensitization was also seen in vitro with the clonogenic survival assay [117]. This in vitro response indicates that the mechanism of synergy with radiation involves more than angiogenesis. The nature of the mechanism is unclear, as changes in cell cycle distribution and differences in apoptosis were not seen following SC-236 administration. In addition to effects associated with angiogenesis and apoptosis, Cox2 may play a role in the cancer physiology by modulating immune surveillance via prostaglandin E2 [118, 119]. These agents appear to require further mechanistic studies, but show promise as future clinically applicable agents in the effort to enhance the radiation response.

Promising preclinical data have lead to several ongoing clinical oncology trials. A head and neck cancer prevention trial utilizing celecoxib is currently under way at MD Anderson for patients with premalignant lesions. NSCLC trials incorporating celecoxib with and without radiotherapy and chemotherapy are currently under way at MD Anderson, Vanderbilt University, and the Hoosier Oncology Group (HOG). Esophagus cancer phase I/II trials are
being initiated by HOG using celecoxib for cancer prevention and also for treatment with concurrent cisplatin/5-FU and radiotherapy. Celecoxib is also being explored clinically in phase I/II trials with concurrent chemoradiation for pancreatic cancer and rectal cancer (MD Anderson), with the rectal cancer trial involving concurrent celecoxib, radiotherapy, and CPT-11.

VII. CONCLUSIONS

Multiple new agents are showing promise as radiosensitizers in the laboratory, and several of these are coming to clinical trial. Agents that interfere with growth factor receptors or their downstream signaling cascades are currently receiving a great deal of attention. For example, one of these agents (cetuximab) is under investigation in a phase III trial with radiotherapy for head and neck cancer. The mechanism of radiosensitization for the new approaches is multifocal. Modulation of VEGF and alteration of angiogenesis seems to play a role in several cases including cetuximab, FTI, and Cox2 inhibition. The importance of angiogenesis suggests that the standard measure of radiosensitization, the clonogenic assay, may be inadequate and more clinically relevant in vivo assays are required.

Basic research into the underlying molecular biology of cancer is leading to an increasing understanding of the complex mechanisms controlling cell growth, signal transduction, DNA repair, and cell death. Methods for selectively targeting tumor cells remain underdeveloped. With recent important advances in the geometric targeting of radiotherapy, it is likely that radiotherapy will remain a mainstay of cancer therapy in the future. Research on the complex interplay between irradiation and the molecular biology of the cell promises to increase tumor control and decrease morbidity of treatment.

VIII. ADDENDUM

Due to delays between preparation of the manuscript for this chapter and final publication, some of the material in the chapter does not reflect advances in the field over the intervening period. It was not feasible to rewrite the chapter to reflect the current status of the field. Since the chapter was written, several clinical trials involving radiosensitizers have completed, and several are currently underway.

The most significant advances in the clinical use of nonchemotherapy radiosensitization have taken place in the area of EGFr inhibition, particularly monoclonal antibody inhibition of EGFr. The international phase III trial of radiotherapy with or without cetuximab accrued 424 patients and was reported at ASCO 2004, with a minimum follow-up of 24 months [1, 2]. The addition of cetuximab resulted in statistically significant improvements in local control and survival, both with a p value of 0.02, without an increase in toxicity. The degree of survival improvement was comparable to that seen with the addition of radiosensitizing concurrent chemotherapy, based on the recent MACH-NC meta-analysis of nearly 17,000 patients enrolled in 87 randomized trials [3]. In
both cases there is an absolute survival improvement of approximately 8%. At this point it is unclear if the survival improvement seen with hyperfractionated radiotherapy will be additive to this, when hyperfractionated therapy is combined with cetuximab or chemotherapy. This issue is being addressed in current trials. The RTOG is currently conducting a randomized phase II postoperative head and neck cancer trial, using cetuximab with different chemotherapy agents concurrently with radiotherapy. There is also an ongoing RTOG lung cancer trial with concurrent cetuximab and radiotherapy.

Cetuximab is a chimeric antibody, which may contribute the typical follicular rash seen in many patients. There are now several humanized anti-EGFr antibodies being evaluated in preliminary clinical trials. Other inhibitors of EGFr continue to be promising. In particular the tyrosine kinase inhibitor ZD1839 has engendered considerable interest, and is currently being evaluated as a radiosensitizer in head and neck and lung cancer trials, and the CALGB is evaluating it with chemoradiation for NSCLC [4].

Farnesyl transferase and combination farnesyl geranylgeranyltransferase inhibitors have been evaluated in phase I trials with radiotherapy for lung cancer, cancer of the head and neck, and pancreatic cancer [5]. Promising responses have been observed, with acceptable toxicity. While clinical results on the use of these agents as a single-modality treatment have been negative, the potential benefit with concurrent radiotherapy remains.

Tirapazamine has been evaluated in multiple preliminary trials with various chemotherapy agents, and in addition there have been several recent radiotherapy trials for lung cancer and cancer of the head and neck. SWOG performed a pilot study with the agent in the setting of small cell lung cancer, with concurrent cisplatin, etoposide, and radiotherapy [6]. Promising results have been observed in the setting of head and neck cancer, both definitive and recurrent, with better results seen in those patients with hypoxia evident on misonidazole-PET imaging [7, 8]. Phase III data should be available in the near future.

Cox-2 inhibitors have been explored in numerous clinical trials, with the majority of these being cancer prevention trials in patients at high risk for malignancy. These trials have been disrupted, and in many cases discontinued, by increased cardiac risk reported after preliminary analyses in a few prevention studies. A smaller number of clinical trials continue to explore the use of Cox-2 inhibition as a radiation sensitizer, a role in which the drug is not taken over a prolonged period of years and the potential benefit outweighs the risk. This approach continues to hold promise, and clinical trials continue, with a locally advanced head and neck cancer trial at the University of Alabama at Birmingham [9], and a lung cancer trial at MD Anderson Cancer Center [10]. The RTOG is currently conducting a study of concurrent celecoxib with radiotherapy for lung cancer, and recently closed a similar study for cervical cancer. Results for these studies are not yet available.

Radiation therapy remains a mainstay of cancer therapy for many potentially curable malignancies. Biological sensitizers remain an active topic of research and there remains considerable activity on the clinical trial front. In the case of the most successful biologic radiosensitizer to date (cetuximab), there is little activity in the absence of radiation, yet as an enhancer of radiotherapy
a survival benefit was seen. This is an important lesson to keep in mind, as many promising agents are abandoned after failing to show cytotoxic activity on their own.
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I. INTRODUCTION

It has been estimated that in the United States, only 3% of the eligible oncology patient population enrolls in clinical trials [1]. It would be relatively easy to improve on these numbers if there were defined steps for accruing patients to clinical trials. Unfortunately, there are no defined steps, and techniques for accruing patients are as diverse as the research professionals themselves. There are several practical rules that one must remember, however. These rules will be discussed below.

II. SETTING UP THE ENVIRONMENT

A. Rule 1: Be Committed to the Research

Before a healthcare professional can sit down with a patient in need of treatment options for a critical and perhaps life-threatening cancer, they need to be committed to all the options they offer [1]. If the patient senses any ambivalence concerning research and clinical trials, the chances of having that patient enter a trial are low. Studies have shown that patients can be influenced by the media, friends, family, and healthcare professionals, but ultimately they want the information from their physician in a patient-centered, supportive, and reflective manner [2, 3]. If their physician presents the clinical trial information positively, the patient is more likely to enroll [1, 4].
B. Rule 2: Educate the Team

Due to the complex nature of modern health care, no single individual can accrue all patients to a clinical trial. It must be a team effort led by physicians and assisted by nurses and clinical research assistants. It is critical that this entire healthcare team be committed to conducting the study. If one member of the team is ambivalent or negative about the trial, that will become apparent to the patient. This may discourage a patient who was initially open to the possibility of enrolling in a clinical trial. If an uninformed staff member is the patient’s initial contact, it could be extremely frustrating for the patient if they want information about particular clinical trials.

To develop a positive cohesive team, communication between members is essential. Regular meetings assist the team in becoming familiar with the clinical trial and regulatory issues. It also develops a team mechanism to accrue patients and conduct the study successfully.

C. Rule 3: Educate the Public

It takes a new drug approximately 14 years to move from the development stage in a laboratory to the consumer for use [5]. The single largest impediment to a speedy process is the slow patient accrual into the clinical trials needed to test that new drug. According to the Harris Interactive Survey [6], the three most common barriers to patient recruitment are the patient, the healthcare provider, and the clinical trial. This survey found that 85% of cancer patients polled were unaware of clinical trials as a treatment option or unaware that a clinical trial could be an option for them.

Clinical trials are a vital step in the research process because they move the science from the laboratory to the patient. The impact of cancer on our population is devastating. Approximately 554,000 people die of cancer in the United States each year [7]. This translates to more than 1500 people dying each day of a disease that is only controlled and will finally be cured through research. Yet, only 3% of cancer patients enter a clinical trial [1, 8]. There are many reasons for this disparity. After subtracting the 85% of cancer patients that are unaware of clinical trials, those persons who may have heard of clinical trials but do not have any knowledge of what they are, how they are conducted, or how to access them, are left [1]. Many people know what clinical trials are, but are suspicious or fearful of them after hearing frightening media reports concerning past trial improprieties by unethical practitioners [1, 8]. Often, patients think that clinical trials are a “last resort” treatment option and do not wish to discuss them. They may also think that they may be “used” as “guinea pigs.” Some patients have the misconception that clinical trials are less effective than the standard care [8]. They also are suspicious of the randomization process and believe all clinical trials employ placebos as one study arm. They are afraid of being randomized to the placebo arm and not receiving treatment at all. Finally, many people believe their third-party payers will not cover their costs, which, they think, may be higher than standard care. Only 1.5% of Medicare patients enroll in clinical trials [9]. Often patients will be told by Medicare employees that Medicare will not cover
“experimental treatments,” even though Medicare covers all items and services used to diagnose and treat patients in a qualifying clinical trial and all reasonable costs associated with treatment of side effects occurring from the clinical trial treatment [10, 11]. Moreover, three recent major studies presented at the American Society of Clinical Oncology (ASCO) Annual Meeting (May 2000) proved that costs were comparable between clinical trials and standard therapy [12, 13].

Many practitioners are unaware of the process in accessing clinical trials, or they may know how to do so, but do not have the time or the resources to dedicate to research. Most practitioners are too busy to take time out of their schedules to inform and enroll patients. Moreover, the cost of data management and staff resources is prohibitive. The cost of enrolling one patient into a phase III National Cancer Institute (NCI) or industry-sponsored clinical trial is estimated to be $2000, according to an ASCO survey (1999) [13]. The survey also found that conducting the trial required 1800 nurse hours and 1500 data manager hours. Oncologists stated that if they participated in a clinical trial, they had to subsidize the cost significantly and the pressure to seek reimbursement was increasing. An additional cost of the research budget must be dedicated to support the Internal Review Board (IRB) activities. Institutional costs are increasing to provide compliance with increasingly complex regulations that govern human subject research. Also, there is an enormous paperwork burden, which can only increase as cancer patients are surviving longer and being followed longer [1].

An additional barrier to physician participation is the unwillingness to turn the patient over to another practitioner for treatment. Many physicians feel that once they have referred their patient to someone for the purpose of getting them into a trial, they lose control of that patient’s medical course or they may not see that patient again.

The third most common barrier to patient recruitment is the protocol itself. In an effort to ensure patient safety and keep the research as “pure” as possible, the eligibility criteria have become exceedingly stringent. Many physicians feel that it is almost impossible to find patients to fit the criteria. Patients who are searching for a protocol become frustrated when they cannot find a protocol for which they qualify. In addition, there are not enough protocols to cover all the disease sites and specific disease stages for all patients.

Interventions aimed at enhancing public knowledge and understanding of clinical trials promote increased trial participation. For medical professionals to present the most advanced treatments to the public and forward research at a more reasonable speed, thereby translating new drugs or treatments into standard care, it is important to encourage and assist in public education. With increasing positive public education, more patients will be willing to participate and clinical trials will move through the process more quickly. The patient needs to know the facts about clinical trials and be aware that the hospital/clinic they are coming to is making research a top priority and will be presenting clinical trials to them if warranted. They need to be taught the difference between misconception and reality. They need to know that the costs are not higher, placebo arms are used infrequently, and that cancer clinical trials are the state-of-the-art cancer treatment.
One successful recruitment technique is the use of posters and informational pamphlets in the lobby, in the examination rooms, and near patients’ seating areas. Posters in the lobby may state that a particular hospital or clinic is a member of a research group or a cooperative cancer research group and is committed to offering state-of-the-art cancer clinical trials to their patients. Some posters and pamphlets may inform patients about the phases of clinical trials, participant protection regulated by federal agencies, or the reasons why clinical trials are so important. Posters and pamphlets in the examination rooms may state that cancer clinical trials may be the patient’s chance of receiving the most advanced treatment, and when the treatment is successful, they are the first to benefit. Also, the posters may state that when patients take part in a cancer clinical trial, they may be helping themselves and future patients. To show patients that the healthcare team is interested in discussing clinical trials with them, the posters could state: “Ask your doctor or nurse about current clinical trials.”

D. Rule 4: Develop an Outreach Program

Increasing community awareness of an institution’s participation in research is important to increase patient accrual to clinical trials. An outreach program is simply a plan to go into the community and educate the public about clinical trials. Large posters and pamphlets work well. Health fairs, church organizations, local county fairs, local mass media, and student activities are a few of the many opportunities that have proven effective. Creating awareness may be as generic as just wanting to educate the public about research, or it may be as specific as looking for people to recruit to a trial that is currently open. Using the media is effective. If a specific trial needs to be advertised, an IRB-approved script performed on local TV or radio can be used.

Names of possible participants can be found in an institution’s tumor registry, and IRB-approved letters describing the trial and asking for their interest can be sent to them. Educating other departments in the hospital/clinic about specific trials and asking for referrals is an additional option.

Local presentations in the clinic or the community can be helpful. One powerful technique is a first-hand presentation from a patient who has had a positive experience in a clinical trial. The Harris Interactive Survey [6] reported that of the cancer clinical trial patients polled, most experiences were very positive. Of past clinical trial participants, 97% stated that they were treated with respect and dignity. Also, 97% rated their quality of care as “excellent” or “good.” Positive experiences were reported by 93% of participants and 82% did not feel they were treated as guinea pigs. Of the participants, 81% believed they were not subjected to more tests and procedures than they would have undergone with standard care, and 76% would definitely recommend a clinical trial to someone else.

E. Rule 5: Know the Community

Assess the community in which the potential participants reside. This can include racial and ethnic background, socioeconomic status, education and literacy levels, community and cultural norms, health beliefs and practices,
and needs and values in addition to an assessment of their understanding of clinical trials. Once the lines of communication are open, maintain them with periodic information concerning the research, final trial results, implications to that population, and plans for future research. Something as simple as thank you notes or postcards with trial updates are effective. Continued communication promotes cooperation, awareness of the research processes, and trust in the medical establishment and in research. It will also show the participants that they are valued partners in the research process.

Due to the massive acculturation of America, significant heterogeneity can exist in a single community. Not only can socioeconomic, educational, and literacy levels differ, but health practices and beliefs can be very different. Recruitment strategies must be developed with those beliefs and practices in mind. Other factors that need to be taken into account may be transportation abilities, child care, ability to access the medical facility, ability to leave work, and in some cultures, the ability to gain permission from their leaders.

F. Rule 6: Designate a Liaison

To facilitate a mutually beneficial community and clinic/hospital collaboration and cooperation, it is important to designate one or two representatives from the research staff to act as liaisons between the community, the staff, and the researchers. These representatives should involve the clinic or hospital staff, community leaders, local organizations, and school leaders frequently. They should become known in the community as research representatives and eventually be looked upon as trusted community members. They may offer to set up a booth at health fairs, church gatherings, festivals, block parties, or school activities. These representatives may hold informational meetings to other staff members in the clinic or hospital. They can facilitate the identification of potential trial participants and encourage them to consider a particular trial. They may also be able to identify any possible early trial problems in either the community or the medical setting. If the community involved is comprised mainly of minority populations — a readily identifiable subset of the U.S. population distinguished by racial, ethnic and/or cultural differences, or mixed racial and/or ethnic parentage [14] — consider having a minority representative who can explain the healthcare practices and beliefs of that particular community to the staff and carry information concerning the trial back to the community.

G. Rule 7: Know and Respect the Ethical Principals Regarding Research

When any research is planned, whether on animals or on humans, ethical issues must be considered. When research is performed on humans, the ethical principles established by the National Commission in 1978 (The Belmont Report) must be respected and followed [15–17]. All researchers and their staff must follow these three basic principles:

1. Respect for persons. This principal involves two ethical considerations: (1) individuals are to be treated as autonomous agents and
(2) persons with diminished autonomy are entitled to protection. When researchers conduct research involving humans, respect for the rights of the individual requires that the participant enter into the research voluntarily and with adequate information.

2. *Beneficence.* This principal stipulates that persons are treated in an ethical manner not only by respecting their decisions and protecting them from harm, but also by making efforts to secure their well-being. Two complementary expressions of beneficent actions have been formulated: (1) do no harm and (2) maximize possible benefits while minimizing possible harm.

3. *Justice.* This principal stipulates that injustice occurs when some benefit to which a person is entitled is denied without good reason, or when some burden is imposed unduly. When researchers recruit subjects for research, they should not systematically include some individuals or groups because of their easy availability, their compromised position, or their malleability. Rather, subjects should be recruited based on their relation to the problem being studied.

Researchers must commit to recruiting participants who will provide the most useful, valid, and most general knowledge concerning the question that is being tested. They must not recruit participants only because they are readily available, malleable, or compromised in some way. On the other hand, participants must not be denied access to a trial for reasons not related to their health status or to the goals of the trial.

**H. Rule 8: Develop a System**

Before offering clinical trials to patients, develop a smooth, working system that benefits both patients and medical professionals. Fit this system into the established routine of the clinic. One staff member may determine eligibility and suitability for a specific trial. Another staff member may approach the patient initially and discuss the clinical trial, the reason it is offered, the objectives and goals of the study, and what to expect while on that study. A consent form should be presented to the patient and all questions answered before turning the patient over to the physician to witness the patient’s signature and sign the document. There are many possibilities that are dependent upon the size of the staff and workload. The system will flow more efficiently if a system is developed before research is initiated.

**I. Rule 9: Invite the Person to Participate**

Far too often, research personnel forget to invite the patient to participate in the study. It is assumed that if the trial is presented, the patient will understand that they are wanted or needed on the trial and go along with the plan. Potential participants must be offered all the treatment options available to them for their disease, symptoms, or treatment side effects [17]. The clinical trial should be offered as a part of the available treatment armamentarium.
Information regarding why the trial is being run, what its objectives and the goals are. A basic design of the trial should also be incorporated. After this, invite the patient to become a participant. Offer the consent form to read, go over the consent form with the patient, answer questions truthfully, discuss any concerns, and clarify any conflicting information. Then leave the room and give the participants plenty of time to think about their options without feeling rushed. A trusting relationship with the research team is important in the decision-making process. By educating the participants, including their significant family members, and following up with supplemental written material when possible, the research team can help the participants arrive at an informed decision. This can make participants more compliant and enhance symptom management. If the potential participant agrees to go into the trial, go back to the trial design and follow up with more complex information — the treatment schedule, what will be expected of the participant, and what side effect management is planned. Reiterate what is on the consent form. Because the patient is in a situation that is very stressful and retention is a distinct problem, continue to refer back to the consent form information periodically throughout the patient’s clinical trial process.

**J. Rule 10: Tailor your Approach**

An effective approach for accruing patients into phase III trials may be different from the approach for phase I trials. Phase I trials are often the first human trial when the drug or device leaves the laboratory and are described in Chapter 11.

Potential participants in phase I trials must be approached in a compassionate, but honest manner. It must be emphasized that phase I trials are not curative or life-prolonging in many cases [5, 18]. It should also be emphasized that there may be unexpected side effects with unclear management. For example, skin rash, which is sometimes severe, has emerged as a common side effect in a number of phase I trials. Management of this side effect is still unclear. Patients must be assured they will be very closely monitored and if serious adverse events occur, they will be taken off the trial.

When accruing patients to phase II trials, it must be understood by the participants that only a small number of patients have been tested with the drug or combination of drugs or a new schedule of administration in the phase I trial, and there is little information concerning safety and effectiveness in larger numbers of people with different types of cancers or co-morbid conditions. Patients should also be told that they will be closely monitored for unexpected side effects and if serious adverse events occur, they will be taken off the trial.

Phase III trials are usually much larger and much longer than phase II trials. Normally, there are greater than 100 participants accrued at several community sites to get a better picture of the effectiveness of the treatment. The goals of phase III trials are to determine if the new drug/combination or new schedule is more effective and if it is safe or safer than the standard treatment [5, 18]. Often, phase III trials will also look at survival time and quality of life. The results of phase III trials could determine a new standard treatment for specific cancers. Phase III trials incorporate randomization to test a group of participants on the standard treatment against the new treatment. In certain
cases, phase III trials are designed with more than two arms to test more than one question. Eligibility criteria will address a specific cancer, stage of cancer, past treatments, range of lab values, co-morbid conditions, age, and gender as well as other factors.

Potential participants in phase III trials must understand that if they are randomized to the newer treatment, and it is more effective than the standard treatment, they are the first to benefit. If they are randomized to the standard treatment, they may not benefit as much as those randomized to the new treatment. However, there is ongoing analysis so the study may be stopped early if one treatment is clearly superior. If this is the case, then all patients will have the chance to receive the most effective treatment. Patients must also be told that despite the phase I and II trials, the new treatment may not have been tested on large numbers of patients and unexpected side effects can occur. Patients will be closely monitored and taken off the trial if serious adverse effects occur.

K. Rule 11: Know the Regulations Governing the Informed Consent Process

The Civil Rights Movement in the 1960s triggered a conscious effort by the government to change the belief that society's need for scientific knowledge placed the individual's rights second. The prevailing attitude had been that the end justified the means. At times, trials went a little far to prove their hypothesis. In 1966, the U.S. Office of the Surgeon General issued the first regulation requiring internal review for all clinical research proposals [18]. This began a shift toward placing the individual's rights over society's needs. In response to the Tuskegee debacle of the 1940s, the Department of Health, Education, and Welfare (now Department of Health and Human Services) published the first regulations on the protection of human research subjects [18, 19]. In 1974, Congress passed the National Research Act, which required each institution conducting human research to submit the research proposal to an IRB for evaluation of safety and efficacy [20]. The National Research Act Commission required that each research design must offer a high probability of generating useful knowledge, the probable benefits must outweigh the risks, the selection of patients must be just, the subjects must give their informed consent, and the subject's right to privacy and confidentiality must be protected [9, 18, 19, 21].

In keeping with the National Research Act, rules were established that required written informed consent for patients participating in federally supported research studies. The language of the federal regulations directing this process stipulated that the prospective research subject be given "sufficient opportunity to consider whether or not to participate, that there be no coercion or undue influence, and that the subject is provided information that is in a language that is understandable to him/her" [19, 21–23].

L. Rule 12: Ensure that Consent Forms are Readable and Understandable

The consent document was thus created to serve a major role in providing the patient with the information necessary to make a truly informed decision. However, it quickly became evident that some healthcare providers relied
heavily on a document that most patients could not understand, which left it impossible for patients to reach true informed consent by the use of the document alone. Patients need a role in the decision-making process and they need information to make that decision, but they need a collaborative relationship with their physician and healthcare team with more than a written document to assist in making an informed decision.

It is important to understand that the consent document was also created for the protection of the patient, not the physician or institution presenting it. Although, according to Cassileth et al., that has not always been understood by some patients or physicians [4]. In their 1980 study of 200 cancer patients undergoing surgery, only 40% had read the document carefully and the majority of the patients felt that the purpose of the document was to protect the physician’s rights in case something went wrong. They may have believed correctly. An article by Williams et al. [13] stated that informed consent documents are frequently designed “less to inform the patient than to list all the possible adverse occurrences — irrespective of their probability — to cover the provider in any eventuality.”

Although the IRB system was developed to act as a safety net for the review of protocols and consent documents, studies have demonstrated that the educational level of patients is often not considered when consent documents are written and not taken into account when determining what is appropriate for patients [6, 9, 14]. First, IRB members tend to be college educated and/or professional. Second, after just a few months of reviewing consent documents, IRB members become acclimated to the language and its meaning. Meade et al. [20] proved that out of the consent documents taken from 46 NCI studies in 1990, 96% of them were computer analyzed (SMOG formula) as written at a grade 12.0 to 17.5, with a mean grade level of 14.3, i.e., a college/scientific level. These documents were slightly less difficult to read and understand than medical journals, but substantially more difficult than material from the popular press. They were all passed by the IRB without difficulty.

Are we providing consent information in “language that is understandable to him/her”? The Governmental Statistical Abstract of the United States [25] estimated that 23% (44 million) adult Americans were Level One illiterate (functionally illiterate) in 1997 and did not have enough reading and writing skills to function effectively in our society. Fifty million (28%) adult Americans were Level Two (marginally illiterate) and reading at a sixth to seventh grade level [25]. To further define the problem, 44 million adult Americans do not understand verbal descriptions, written instructions, audiovisuals, or audiotapes. They may have any level of education, although reading levels have often been found to be three to four grade levels below the stated years of schooling [20, 26, 27]. High school graduates can actually get through high school without advancing beyond a seventh or eighth grade reading level. Despite the rising levels of education and training, the average reading skills of the American adult continue to remain at an eighth to ninth grade level. Also, 28% of Americans are only marginally competent in language skills. They may not be able to order from a catalog, follow an instruction sheet, read a thermometer, read the information on an aspirin bottle
(which requires a tenth grade reading level), order from a menu, or find their way on a map. They may have difficulty reading the instructions on a frozen food package (which usually requires an eighth grade reading level), or addressing an envelope [20, 22, 28]. They are of every race, age, nationality, cultural background, and occupation. They are rich and poor and everything in between [26]. Healthcare providers must be aware of these issues and adjust accordingly.

It has also been found that many consent documents contain sentences with greater than 50 words, and many contain sentences with 70 or 80 words [26]. The use of too many adverbs and adjectives can make the document too wordy and difficult to understand. Medicolegal jargon is the norm, and long sentences, small type, tiny margins, lack of pictures and graphics, and document length further reduce reader comprehension.

Controversy exists concerning the importance in lowering the readability levels of consent forms to enhance comprehension. Whereas Young et al. [24] demonstrated a significantly higher patient understanding of the simplified language consent form (6th grade level), as compared to the standard form (16th grade level), Davis et al. [29] argued that lowering the readability level alone appeared to have little impact on patient comprehension. What did appear to have more impact was document length; improved presentation using instructional graphics, pictures, headers, and questions; as well as colors and bold type. Coyne et al. [30] demonstrated that simplifying the language did little to enhance understanding, but did reduce anxiety and apprehension and promoted trust in the medical providers and in the research itself.

M. Rule 13: Train the Team in the Consent Process

Informed consent is one tool that can help give the patient autonomy in a situation when patients are already very close to losing their independence. To do this, healthcare professionals need to re-think the process of obtaining informed consent. Rather than view it as a paper-signing event, informed consent should be viewed as a process that evolves over time by incorporating formal and informal teaching practices, and is presented to the patient in language that imparts large volumes of information that is understandable [31].

From the beginning of their dialogue with patients, the informed consent process needs to be a priority. One of the most important aspects of this process is the interaction between the patient and the healthcare team. No written form can be a substitute for the dialogue between the patient and the healthcare professional who needs to creatively communicate complex information. Patients want and need a provider-patient relationship built on trust in which the provider's counsel is predominant in the decision-making process. According to Doak [26], patients must know enough about their condition to understand the nature and the continuity of the treatment. To obtain informed consent, information needs to be presented to the patient in meaningful dialogue by persons fluent in lay language and familiar with the details of the procedures being explained and with the elements of informed consent.

There is not just one strategy to obtaining informed consent. Printed information must be accompanied by pictures, repetitious dialogue, question
and answer sessions, videos, and demonstrations. In addition, it is important to understand that the process is ongoing and should continue throughout the course of treatment, after treatment, and to include discharge planning and follow-up care.

Why is it so important that trial patients understand their treatment? Society has become increasingly technological with new products, ideas, and more complicated functions. In a 1990 publication of *Megatrends 2000*, John Naisbitt stated “we are poised on the threshold of a great era in biotechnologic advancement that cannot be ignored” [8]. Medical care is becoming intensely complex as technology, genetic therapy, and medical knowledge advances. Although these advances greatly aid in the treatment of disease, explaining these treatments has become increasingly difficult and time intensive. Patients fear the immersion into, what can be for them, a foreign culture with its intimidating centers, technology, and the complicated medical language that defies comprehension. Fear and mistrust result. Exacerbating this problem, less time is spent in the hospital and in dialogue with the healthcare team. The resulting division between the patient and the healthcare team makes it even more difficult for patients to ask questions, express concerns, and receive adequate information. Many research centers have hired clinical research assistants to counter this problem by contacting the patient periodically to anticipate problems, answer questions, and stay connected to the patients, thereby facilitating comprehension, compliance, autonomy, and retention.

In summary, a minority of cancer patients participate in clinical trials. Unless this situation is addressed, the pace of introducing new, more effective agents into cancer therapy will be slowed. Specific efforts by healthcare workers to make the process of clinical trial enrollment user-friendly following some of the ideas outlined above is one approach to enhancing clinical trial participation.
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